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Abstract

Selective laser melting (SLM) is an additive manufacturing process,
which uses a high power laser beam to melt certain regions of a powder
bed to create a solid part based on CAD data. This build-up process has
a high degree of freedom in possible geometries, and if done correctly
(i.e. with optimized process parameters) no post-processing would be
necessary. SLM, as a sub-category of rapid manufacturing, speeds up
the long classical build process. However, this method is not without
disadvantaged. As the laser melts metal powder, large temperature gra-
dients develop. Due to thermal strains, residual stresses ensue, which
have adverse effects such as distortion, cracking, and reduction of me-
chanical integrity of the final product. Through process optimization,
these stresses can be minimized.

Process parameter optimization is usually conducted through trial and
error, which is a lengthy and costly process. Finite element simulations
can provide insight into the nature of the SLM problem, and a verified
model can be an asset to finding the optimal parameters for minimizing
the residual stresses.

In this work, a finite element model is developed for prediction of tem-
perature profiles and residual stresses in SLM parts. Various sensitivity
analysis is performed to reach a reliable and representative reference
model. With the resulting set of assumptions, a parametric study is
conducted and the results are compared with prior studies. Last but
not least, an experiment was designed to measure the in-situ tempera-
ture during the SLM process by instrumenting the printed parts with
K-type thermocouples. The results were used for model verification.
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Chapter 1

Introduction

1.1 Additive Manufacturing

Additive manufacturing (AM) is the computer-controlled process of produc-
ing parts by joining layers of raw material based on a 3D model. This name
was chosen as the counterpart of subtractive manufacturing, where desired
shapes are made out of bulk material through removing the excess parts by
machining, milling, grinding, etc. This technique, formerly known as rapid
prototyping [1], generally includes other methods such as sand casting that
are used for creating first iterations of a product. As technology improved
over time, building near net-shape parts out of metal with low porosity be-
came possible. This enabled using the so-called prototypes as final products
with little post-processing, and the more relevant term of additive manufac-
turing was adopted. As mentioned in ASTM standard terminology [2], other
expressions such as “additive fabrication, additive processes, additive tech-
niques, additive layer manufacturing, layer manufacturing, and freeform
fabrication” have been used as synonymous titles in the literature.

The novelty of additive manufacturing is in the degree of freedom the de-
signers have in proposing complex geometries [3]. With other methods,
engineers have to design for manufacturability (DFM). This places major
constraints on the possible geometries and increases the number of separate
parts that need to be assembled to create complex systems. Additive man-
ufacturing eliminates these limitations, which is extremely useful where an
arbitrary shape at low quantities is needed. Two such applications are bone
implants in bio-medical applications, and fuel injectors in aerospace engi-
neering. For instance, Abe at al. [4] demonstrated freedom of design of AM
by using selective laser melting to create a titanium bone shape with similar
tensile strength to pure titanium.

Another advantage of additive manufacturing is its applicability to a wide
range of materials such as ceramics, polymers and metals [5]. Since AM

1



1. Introduction

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
16

20
17

20
18

0

1000

2000

3000

Year

Pu
bl

ic
at

io
ns

Figure 1.1: Number of publications containing the “Additive Manufactur-
ing” keyword per year. The data was acquired on 24th of September 2018
through Web of Science v5.30.

follows the simple idea of generating parts through deposition and adhesion
of layers of raw material, machining issues such as spring back and chatter
(mostly with titanium alloys) or shrinkage in casting are absent.

Additional benefits of AM include lower costs at small scale production,
less material waste (specially for expensive alloys), and fast prototyping
[5, 3]. However, there are still many obstacles in widespread application
of AM. Some barriers are poor reproducibility, inferior mechanical proper-
ties, limited product size, and complicated optimization due to multiplicity
of process variables [5]. Compared to other common methods of manufac-
turing, it has been rated on the 3rd technology readiness level [6] (TRL is
a quantitative expression of the state of a technology regarding widespread
commercialization). Fortunately, the research in the field of additive manu-
facturing is growing rapidly as shown in figure 1.1.

One of the problems with additive manufacturing of metals is the large
temperature gradients that develop in the part during the manufacturing
process. These high gradients occur because the melt pool is usually small
(2 mm width for direct energy deposition [7] of Steel 316L and 100-500 µm
for selective laser melting of γ-TiAl alloy [8]) and the melting point of met-
als is high. Large temperature gradients cause localized expansion of the
part. The resulting thermal strains are usually high enough to create plastic
deformation, which in itself induces residual stresses in the product. These
stresses can cause cracking and delamination during build-up, or distortion
after release from the substrate [9, 10]. Furthermore, they have adverse ef-
fects on mechanical integrity such as reduced endurance life under cyclic
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loading [4, 11].

Before discussing selective laser melting (SLM), the classification of AM pro-
cesses by Williams et al. [12] shall be reviewed in order to illustrate character-
istics of SLM compared to the other methods. They classified AM processes
based on five attributes, namely: type of raw material, patterning, adhesion,
build-up method, and support structures.

1. Raw material—can be solid, liquid, or gas. Each of the three has sub-
categories. For instance, solid can be in the form of single or double
phase powder, coated powder, tape, or wire. In this work, single phase
solid powder is used for SLM.

2. Patterning—is the main subfunction which determines how the parts
are built up in each layer. It can be either direct deposition of material,
patterning of energy, or both of them at the same time. As a powder-
bed forming technique, SLM uses laser to form a pattern on each layer
based on CAD data.

3. Adhesion—determines how raw material is transformed to the final
shape. In all AM processes some form of energy is used to enable
phase transition, which can take the form of melting, sintering, poly-
merization, etc. A high power laser selectively melts metal powder in
SLM.

4. Material addition—As the part is built up, additional material needs to
be added. This can be done either through recoating or simultaneous
deposition. In SLM, a thin layer of powder (thickness is on the order
of magnitude of size of powder particles) is deposited by a recoater.

5. Support structures—fabrication of shapes such as cantilevers, holes, and
undercuts requires support structures. Burning, solving, and breakage
are the three methods used for the final release. In single phase SLM,
these structures are broken as the other two cases more than one phase
should be present.

1.2 Selective Laser Melting

Dr. Fockele and Dr. Schwarze of Stereolithographietechnik GmbH in collab-
oration with the Fraunhofer institute submitted the patent for steel powder-
based selective laser melting technology in 1997 [13, 14, 15]. In the standard
terminology of ASTM [2], a separate entry for SLM is not defined and this
method, alongside selective laser sintering (SLS) both fall under laser sinter-
ing (LS) definition. This nomenclature is not literal and only has a historical
background. In most AM processes including SLM and SLS, partial or full
melting of powder occurs. Laser powder bed fusion (LPBF) is another ASTM
term that is used to refer to SLM.

3



1. Introduction

As briefly mentioned in the previous section, SLM is an additive manufac-
turing process where a high power laser melts certain regions of a powder
bed based on a sliced CAD model. After deposition of each layer, the build
platform is lowered equal to the layer thickness and a recoater blade moves
along the surface of the build to deposit a thin layer of powder on top of
it. The blade usually sweeps the print area twice in order to achieve a flat
surface and remove any excess powder. Once the build process is complete,
unmelted powder is removed and the part can be released from the substrate
[13].

In addition to manufacturing components, SLM has been used for repairing
damage. Acharya et al. have developed a new method called scanning laser
epitaxy (SLE) for single crystal turbine blades made of CMSX-4 [16, 17], and
two superalloys [18, 19]. They covered the surface of the damaged parts
with powder, and used high power laser for melting it, which filled up the
pores and cracks on the surface.

In SLM machines, there is a constant flow of a non-reactive gas such as ar-
gon, or nitrogen through the printing chamber. Some metal powders such
as magnesium are highly reactive, which necessitates a low amount of oxy-
gen in order to avoid burning or oxidation at high temperatures [20, 13].
Additionally, the gas flow carries away some of the excess material from the
melt pool due to splattering. Otherwise, the small particles would affect the
powder bed stability and flatness [21].

Melt-pool stability depends on scan speed, laser intensity, layer thickness,
substrate material, and physical properties of the powder [22]. If liquid
metal does not wet the underlying surface, it would solidify as a spherical
droplet. This phenomenon, known as “balling” [23] happens due to insuffi-
cient wetting. The causes can be either low energy density, or high oxygen
content in the chamber and oxidation on the surface of exposed layers [24].
Balling increases porosity and surface roughness [13, 24]. A deformed build
surface can interfere with the recoater blade and damage it, or create an un-
even powder layer which would affect build-up process of subsequent layers
[13].

On the other hand, high energy input increases the melt pool temperature
to the boiling point and causes excessive evaporation, splattering and the
“keyhole” effect which has been investigated by King et al. [25]. For high
energy input, the melt pool temperature rises above the boiling point, and
a vapor cavity forms. This increases laser absorption and creates a much
deeper melt pool. Collapse of vapor bubbles causes voids and defects in the
solid [25].

The energy needed for melting the powder is delivered through laser ra-
diation. Absorptance, defined as radiation absorption divided by the total
incident radiation, plays a major role in determining the optimal laser power
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Table 1.1: Titanium absorptance in dense and powder form for different laser
wavelengths (λ) [26, 27]

Laser wavelength λ = 1.06µm λ = 10.6µm

Solid Ti 30 8
Powder Ti 77 59

for an ideal melt pool [13]. While the penetration depth can be in the range
of 10 nm–1µm for dense opaque bodies, the light can go through the cavities
between powder grains, and increase effective optical penetration depth [13].
Thus, in addition to the radiation absorbed by the top surface of the powder
bed, some of the radiation gets absorbed inside the cavities between powder
particles [13]. These cavities effectively act like a black body [26], and signif-
icantly increase the absorption coefficient for the powder equivalent of the
dense materials [13]. As an example, the absorptance of titanium in bulk
and powder form is presented in table 1.1.

An inherent aspect of SLM is the development of significantly high temper-
atures in the melt pool during the build up process [9]. For instance, the
melting point of stainless steel 316L has been taken as 1427◦C according to
Kim [28], and the melt pool temperature for SLM has been reported up to
2200◦C [29]. The temperature gradients are in the 104–105 K/m range [17],
and cooling rates have been measured in 104–105 K/s order of magnitude
[9].

Mercelis et al. [9] investigated the residual stresses in selective laser sinter-
ing (SLS) and melting (SLM). When the top layer is heated by the laser beam,
thermal expansion is restricted by the solid material underneath, and com-
pressive stresses develop in the heated area. As the material strength drops
with increasing temperature, and the heated region undergoes thermal ex-
pansion, plastic deformations develop in the top layer. After the heating
phase and during cool-down, the molten material shrinks. The shrinkage is
limited by the surrounding solid underneath the melt pool. Therefore, the
top layers fall under tension as compressive stresses develop in layers below
[9].

Residual stresses are typically close to the yield strength of the material,
and can cause cracking and delamination during the build-up process [10].
Additionally, once the part is removed from the build plate, distortion and
warping might occur due to thermal stresses [30, 31]. High deformations
can render the part useless and necessitate reprinting with different SLM
process parameters and/or scan strategies. Furthermore, residual stresses
reduce mechanical integrity of the part, in particular the fatigue endurance
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[11].

Some ways to reduce residual stress are finding optimal AM process parame-
ters, and using alternative scan strategies such as island scanning [32, 33, 34].
In addition, post processing measures can be used to enhanced the integrity
of the manufactured parts. For instance, Shiomi et al. [35] tried to reduce
residual stresses of SLMed SCM440 steel alloy parts in three ways. By heat
treating SLM parts for 1 hour at 600◦C or 700◦C the residual stresses de-
creased by 70%. Heat treating at 500◦C decreased the stress levels by only
10%. They also tried laser re-scanning of each layer during the build-up
process. With increasing laser power in re-scanning the top layer residual
stresses decreased. For instance, 150% of laser formation energy caused a
55% reduction in residual stresses. Lastly, they preheated the base-plate and
powder bed during the buildup process, which reduced the cooling rates.
This method decreased the residual stresses by %40 (with 160◦C preheating
temperature).

1.3 Motivation

While post processing measures can alleviate the issue of residual stresses,
spending resources in this area would eliminate the purpose of rapid proto-
typing. Hence, it is useful to employ optimal SLM process parameters with
an efficient scanning strategy. The optimization process is usually done
through experiments and statistical analysis [36, 37, 38]. While the concept
of SLM is relatively simple (i.e. melting powder to form dense parts), the
large number of process parameters affecting the resulted residual stress
state makes experimental optimization costly and time consuming [39]. This
is where numerical simulations such as finite element method can be of use.

Through simulations, one can evaluate the effect of variations in input pa-
rameters (e.g. laser power, scan speed, layer thickness) on output results
(e.g. residual stress, temperature profile, distortion) [40]. Once a model is
established and verified, it can be used to predict residual stresses and part
distortion for different sets of process parameters. Ultimately, this concept
would be implemented in an optimization process, and reduce the time and
cost of SLM fabrication of desired parts.

In simulating multiphysics processes such as SLM, an accurate model cap-
turing every aspect of the process would face a number of problems. Some
parts such as heat convection or radiation often require case by case ex-
perimental measurements or complex CFD modeling. Adopting values for
these parameters based on literature can become an additional source of un-
certainty in the results. Another issue with implementing every detail is the
model complexity, and the resulting high computational costs. For instance,
due to the small size and fast movement of laser, fine mesh structure and
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1.3. Motivation

short time increments are required to capture the temperature evolution.
Furthermore, the melt motion and surface tension need to be included in
order to study the wetting of solid substrate and heat convection in the melt
pool. While these phenomena might be of interest for micro-scale investi-
gation, their consideration in a macro simulation (e.g. for a real-size build)
is impractical as the simulation times would become extremely long. There-
fore, the scope of each model shall be decided beforehand. While in small
scale modeling, many physical phenomena and their interactions can be
taken into consideration, for large size-scales, should neglect trivial aspects
of the problem. A sensitivity analysis might be required for identification of
the dominant phenomena and mechanisms.

There have been many attempts at simulation of SLM processes [41, 42, 43,
44, 45, 39, 30, 46, 47], which can be categorized in three groups based on
their dimension scale. Khairallah and Anderson [39] studied melting of
a randomly generated steel 316 powder bed and its solidification continu-
ity. Dai and Gu [45] investigated the melt pool behavior in SLM of copper
composites using finite volume method. They reported 17.5 kJ/m as the
optimized laser energy density which produced 96% dense parts. At higher
laser powers, the Marangoni flow would entrap the vapor bubbles and in-
crease porosity. Roehling et al. [46] performed simulations to derive the
temperature gradients and velocity field of the melt pool to support their
experimental work on SLM of steel 316. In these studies, usually only a sin-
gle track of laser is modeled which includes fluid flow considerations. The
focus is the conditions that cause adverse effects such as balling or keyhole
formation. Wu et al. [47] created a model for SLM with powder grain, evapo-
ration, and surface tension definition, and supported their simulations with
experiments on shape and behavior of the melt pool.

At a slightly larger scale (sometimes referred to as mesoscale) a few lay-
ers and tracks of laser are modeled to study their interaction as the high
gradient temperature field develops in the system. In these studies, the
laser energy distribution and movement is modeled but more complex phe-
nomena such as melt motion are neglected. Dai and Shaw [41] performed
thermo-mechanical simulations on bi-component SLM of nickel and ceramic
powders. They reported the thermal field, residual stresses, and warpage of
parts based on simulations. Hussein et al. [44] investigated the temperature
and thermal stress development during SLM process of unsupported struc-
tures. Song et al. [43] performed simulations on Ti6Al4V and studied the
effect of scan speed on microstructure and build quality both numerically
and experimentally.

Finally, real world parts are beyond microns and scale up to centimeters. At
macroscale, laser energy field shape, and laser beam movement is not sim-
ulated and whether a layer-by-layer melt/deposition or an inherent strain
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1. Introduction

method is used. Despite neglecting laser distribution details, the results
have proved to be relatively accurate. For instance, Zaeh and Branner [42]
proved the effectiveness of a simplified approach for modeling SLM man-
ufacture of a T-shaped cantilever made out of 1.2709 steel alloy. In their
model, layer thickness was 1 mm instead of 50 µm and a constant value
of 500 W power was applied to each layer instead of a moving laser. They
measured tensile residual stresses using neutron diffractometry up to 435
MPa and compressive residual stresses of -337 MPa. In comparison, their
simulation showed residual stress values at 490 MPa in the cantilever. Li et
al. [30] used a different approach to macro-scale modeling. They modeled
the laser interactions on the micro scale, and used the results to define an
equivalent heat source for the larger part with a surface area of 35 mm×15
mm.

In this work, the Abaqus finite element package was used. Among the three
dimension scales mentioned above, the mesoscale was chosen since it con-
tains the intricacies of the laser definition, neglects the complications from
liquid metal flow, and calculates residual stresses in a reasonable duration
of time.

1.4 Outline

The next chapter presents the performed experimental work in this study for
the purpose of generation of data for model verification. Chapter 3 explains
the developed thermal and mechanical FE model for prediction of tempera-
ture profile and residual stress distribution during SLM process. Chapter 4
introduces a reference model and discusses the sensitivity of predicted tem-
perature profile and residual stress development during SLM to different
model assumptions. Section 4.3 demonstrates the effectiveness of a sim-
plified approach in comparison with the observations from the “reference”
model. Section 4.4 provides a discussion on influence of SLM process pa-
rameters on the predicted temperature profiles and residual stresses during
the manufacturing process. This chapter ends with verification demonstra-
tion of the developed finite element model based on observations from the
experiment described in chapter 2. The last part of this dissertation gives
the summary and outline of this study.
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Chapter 2

Experimental Work

Before going into detail about the finite element model and the simulation
results, the conducted experiment in this study is described in this chapter.
The results are used in section 4.5 to verify the finite element simulations.

2.1 Objective

The goal of the experiment was to measure the temperatures that develop
in the printed part during the SLM process, which were later used to verify
the thermal simulations. K-type thermocouples were chosen for the temper-
ature measurements. These thermocouples can measure up to 1200 ◦C. Thus
they were suitable for SLM of steel 316 as long as they were not placed di-
rectly under the laser path. A similar approach has been taken in a number
of studies. Dunbar et al. [48] placed the thermocouples on the substrate and
observed temperatures up to 100 ◦C during SLM process. This temperature
rise was due to the overall heating of the part, and the method could not
monitor local temperature increase near the melt pool due to laser beam ex-
posure. In another experiment by Chiumenti et al. [49], the thermocouples
were attached to the build part itself. They first printed two walls (both 80
mm in length but with different thicknesses of 5 and 40 mm) up to 20.24
mm. After stopping the print process and removing the excess powder, they
attached the thermocouples. Afterwards, they put the part back in the SLM
machine to print another 29.76 mm on top of it. The thermocouples were not
welded to the part, and were just placed inside holes at the side of the walls.
The maximum measured temperature in their study was 200 ◦C which is
higher than the previously mentioned study. Additionally, the temperature
peaks corresponding to the laser beam were sharper in [49].

9
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Figure 2.1: Arrangement of thin structures with varying thicknesses.

2.2 Steps

A two phase print procedure was considered following a similar approach
to Chiumenti et al. [49]. Thin walls of thickness and up to a height of 10mm
were printed out of stainless steel 316 powder (figure 2.1). Then, the build
was extracted to be instrumented by several spot-welded thermocouples be-
fore restarting the print process.

The goal was to have as little solid material as possible near the thermocou-
ples to reduce heat capacity and thus increase the observed temperatures.
Therefore, the structures were designed with the least possible thickness.
Different thicknesses were chosen because there was no information avail-
able on the minimum possible feature size with the available machine. The
only known information was the laser spot radius of 55µm which meant
that a minimum melt pool size of 110µm was to be expected. Addition-
ally, a very thin structure could bend easily during thermocouple welding
process. Such bending deformation is problematic for restart of the print
process, as the new layers cannot attach to previously solidified material.
This creates free moving pieces of solid material, which can be displaced by
the recoater blade, and disrupt the print process. Thus no smaller thickness
than 400µm was chosen, and they proved to be rigid enough to allow attach-
ment of thermocouples without permanent bending. The printed part after
the first stage of the print and before thermocouple attachment can be seen
in figure 2.2.

The employed temperature data acquisition equipment was HBM MGCplus

10



2.2. Steps

Figure 2.2: Thin structures after the first part of printing.

which had 12 high frequency channels. Four of these channels had a DAQ
frequency of 4800Hz while the other eight were limited to 2400Hz. There-
fore, the 12 thermocouples were divided into three groups and were at-
tached to three of 400µm thick structures. Two out of four were attached
to the edge of the thin wall in order to be as close as possible to the melt
pool in the beginning of the print. One thermocouple in each group was
placed slightly below the edge, in case the laser would melt the higher two
and temperature readings would fail in them (this did not happen and all
thermocouples had consistent output throughout the whole process). The
last thermocouple was attached to the middle of the structure to monitor
the overall temperature change of the part. In figure 2.3 these placements
are shown.

After thermocouple attachment, the bare sections of the wires were coated
with thermal/electrical resistive black color in order to provide electrical
insulation. Otherwise, conductive metal powder could have caused a short
circuit between the wires and resulted in erroneous temperature readings.

After the part was instrumented with thermocouples, it was placed into the
SLM machine and filled with powder up to the surface of the thin walls.
Since there must be no obstacles in the ways of recoater, the wires were
all guided through the same side of the substrate and a small part of the
recoater was cut in order prevent interference. This caused free moving
solid layers to form near the wires, but since that was far from the measured
structures, it was not a major concern. The setup for the second print can be
seen in figure 2.5.
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(a) (b)

Figure 2.3: A schematic of thermocouple placement on one of the thin struc-
tures. a) Edge and middle thermocouples. b) Edge and top thermocouples.

(a) Close-up of thermocouples

(b) Three instrumented structures

Figure 2.4: The printed part after spot welding the thermocouples. a) Ther-
mocouples were spot welded at different locations on the structures. After-
wards, they were colored with thermal/electrical resistive paint. b) Twelve
thermocouples after attachment and before final coloring are shown. The
wires were glued to the base plate in order to avoid detachment during
transportation.
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2.2. Steps

Figure 2.5: Arrangement of thermocouple wires for the second print in the
SLM machine.

(a) Second print (b) Top view

Figure 2.6: Due to misalignment, not all structures were successfully printed.
a) The result of second print. The three structures with thermocouples had
solidified parts on top of them. b) Effect of base plate rotation can be clearly
seen on the thicker structures near the edge.

One factor which was not taken into consideration was the precision in place-
ment of the base plate for the second print. The base plate had four holes on
its bottom which fixed it to another cylinder through pins. The bottom part
itself was screwed in. There was no error in pin attachment, but since the
screwing was done manually, it could have been slightly looser or tighter
than the first print, thus misplacing the structure. This caused the second
print of thin structures close to the edge not to attach at all, and for the
thicker ones, the shift could be clearly seen (figure 2.6). A solution to this
problem is attaching thermocouples somewhere near the center of the sub-
strate as rotations result in smaller misplacements in this region. Another
way is to change the design to concentric circular arcs around the center of
the substrate which would not have major problems with misalignment.

13
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Figure 2.7: The scan strategy used for thin walls consisted of two rectangular
contours. The outer ones were printed at once before the inner ones for all
structures.

2.3 Results

The second print consisted of 66 layers which correspond to a height of 2
mm. The highest data acquisition frequency was 4800Hz, thus sensor out-
puts were recorded every 208.3µs. This includes even the 2400Hz channels
where each data point was recorded twice. During the print process none
of the thermocouples failed and they had temperature readings throughout
the whole process. However, contrary to expectations and due to the mis-
alignment issue mentioned in the previous section, the edge thermocouple
pairs did not measure similar temperatures. The thermocouple labels can
be seen in figure 2.8.

In all three cases, one of the edge thermocouples had higher temperatures
than the other due to being closer to the laser path as seen in figure 2.9. For
the first pair, the structure is the farthest from the center among the three
under investigation. Thus the sensor further away from the laser path shows
significantly lower temperatures. In case of the second pair, the location is
similar to the previous one but the second print is better attached to the
previously solidified parts. Therefore, higher temperatures were seen in
ET2 (see figure 2.8). Finally, for the last pair which are the closest to the
center, the smallest difference is observed. However, the left hand sensor (W)
shows a lower temperature compared to its opposite thermocouple which
is contrary to the previous cases. This shows that this pair was in the lower
half of the base plate, and the laser was closer to the right side thermocouple.

Another point to discuss in figure 2.9 is the double peaks for each deposition.
In the slicing of the CAD part, the 400µm structures were printed with two
rectangular contours (figure 2.7). In all scanning strategies, the machine first
prints the outermost laser path for the whole layer and then starts printing
the inner areas. Similarly, here first the outer rectangle for all structures
were printed and then they were filled in.

In general the 2400Hz channels had a signal noise of around ±10◦C, which
masked the signal in two of thermocouples attached at the bottom. The
4800Hz readings had much lower levels of noise. The history for EM1 and
WB1 can be seen in figure 2.10
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2.3. Results

Figure 2.8: Label assignments for the twelve thermocouples. The 1st, 2nd,
and 3rd structures have been denoted in figures 2.4b and 2.6b
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2. Experimental Work

(a) Group 1

(b) Group 2

(c) Group 3

Figure 2.9: Temperature history in the six thermocouples placed near the
edge during printing of the first ten layers.
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2.3. Results

Figure 2.10: Temperature evolution in two thermocouples away from the
edge.
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Chapter 3

Finite Element Model

Modeling of the SLM process can be summarized in two interactions; I) The
heat input from the laser beam melts the powder which solidifies during
cool down. II) Due to significant temperature gradients in the heating pro-
cess, large thermal strains and stresses develop in the part. Based on this
problem description, having both thermal and mechanical consideration are
necessary for modeling of the SLM process. Such a multiphysics problem re-
quires a coupled analysis, which can be simplified in the form of sequential
coupling to significantly reduce the computational costs.

In general, sequentially coupled multiphysics analyses are used when the
dependency of present phenomena is important only in one direction. In
other words, the governing equations for some of the unknown fields can
be solved without knowledge of the other. The most common sequentially-
coupled analysis is the thermal-stress analysis. It assumes that the stress/dis-
placement in the mechanical model depends on the temperature history, but
the temperature evolution in the part is independent of the stress/displace-
ment fields. This assumption does not hold true in the presence of stress
dependent thermal properties or large deformations, and a fully coupled
analysis must be employed. According to the Abaqus documentation, the
time history of temperature, electric potential, and normalized concentra-
tion are available for importing into subsequent stress, electrical, or mass
diffusion analyses.

In the developed model in this study, the thermal analysis consists of temper-
ature field calculation within the part as the laser beam moves through the
powder and creates a small melt pool. As the laser moves away, the liquid
metal cools down and solidifies. Afterwards, the time-dependent tempera-
ture profile is used as input to a mechanical analysis and thermal residual
stresses are calculated. In the following sections, the details of each part of
the analysis is elaborated.
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3. Finite Element Model

3.1 Thermal Analysis

The three main heat transfer mechanisms, i.e. conduction, convection, and
radiation can be considered in a thermal analysis in Abaqus. However, since
radiation and convection are dependent on material properties and the sur-
rounding environment, including them in the model needs to be based on
experimental measurements of the powder absorptivity, the convective heat
transfer coefficient, etc. This study, similar to [44, 39], neglected the direct
consideration of the radiation and convection, and only considered the in-
fluence of conduction. The thermal material properties were taken from
literature in this study. It is recommended to determine conduction (and
possibly convection and radiation) properties through experiments.

3.1.1 Formulation

In Abaqus documentation [50], the general Green and Naghdi equation for
energy balance is given as∫

V
ρU̇ dV =

∫
S

q dS +
∫

V
r dV (3.1)

where ρ is the material density; U̇ is the time derivative of internal energy;
q is the input heat flux per unit area; r is the amount of heat generation per
unit volume; V and S are the volume and surface of a region of the body
respectively.

The single direction dependency in sequential thermo-mechanical analysis
can be described mathematically based on equation (3.1). This assumptions
holds when internal energy is only a function of temperature (U = U(T)),
and the none of the parameters ρ, q, and r are stress/displacement depen-
dent. Otherwise, a fully coupled analysis must be employed.

The constitutive thermal model is expressed as:

c(T) =
dU
dT

(3.2)

where c is the specific heat of the material. Again, for a sequentially coupled
analysis, this parameter must not depend on stress/displacement.

The Fourier’s law is used for heat conduction, which can be expressed as:

f = −k
∂T
∂x

(3.3)

where f is the heat flux; k is the temperature dependent conductivity (which
can be isotropic, anisotropic, or orthotropic); and x denotes position.
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3.1. Thermal Analysis

equation (3.1) in combination with equation (3.3), after spatial discretization
takes the form of:∫

V
NNρU̇ dV +

∫
V

∂NN

∂x
k

∂T
∂x

dV =
∫

V
NNr dV +

∫
Sq

NNq dS (3.4)

where NN functions are first- and second-order polynomials, which are used
for temperature interpolation in one, two, or three dimensions.

For time integration, Abaqus uses the following form of time discretization:

U̇t+∆t = (Ut+∆t −Ut)(1/∆t) (3.5)

which is the backwards difference method and is derived from the more
general operator:

ft+∆t = ft + ((1− γ) ḟt + γ ḟt+∆t)∆t (3.6)

where γ is set to 1 (it is defined in the 0–1 range). This creates an uncon-
ditionally stable (γ > 1/2) solution without initial oscillations (γ = 1/2)
according to the documentation.

Finally, by substituting the discretized form of U̇ in equation (3.4) with equa-
tion (3.5), the result is:

1
∆t

∫
V

NNρ(Ut+∆t −Ut) dV +
∫

V

∂NN

∂x
k

∂T
∂x

dV −
∫

V
NNr dV −

∫
Sq

NNq dS = 0

(3.7)

equation (3.7) is a non-linear system of equations which are solved using a
modified Newton method.

3.1.2 Material Properties

Three properties pertinent to the considered heat transfer analysis are ther-
mal conductivity, specific heat and density. For the sake of consistency, vari-
ety in material data sources was kept to a minimum. Thus these properties
were taken from [28], because it had all three of them for temperatures up to
3000 K which is well beyond the melting point. In this reference the solidus
and liquidus temperatures are both at 1700 K, thus the same was assumed
for the finite element model in this study.

The conductivity has been plotted in figure 3.1 as a function of temperature.
The dotted line shows the reference data and the solid lines represent the
assumed material properties in this study. According to [28], the conductiv-
ity of liquid is less than that of solid. Several studies artificially increase the
conductivity of liquid to account for convection heat flow in the liquid [51].
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Figure 3.1: The considered thermal conductivity of different phases as a
function of temperature in comparison with data from [28].

Similarly, this study shifted the liquid line upwards to follow the conduc-
tivity of solid, but with the increasing slope of the liquid phase. Towards
the end of the project it became clear that the chosen conductivity for liquid
metal underestimates the effect of convection. Thus the recommended value
of 120 W m−1K−1 from Goldak et al. [52] was used for the last simulation
(section 4.5). Based on experimental measurements for steel 316 powder, the
conductivity was around 0.2 W m−1K−1 [53]. Thus it has been defined with
a constant value.

In the reference [28], material properties were reported at 100 ◦C tempera-
ture steps. As the data points lied on a straight line, only two points were
taken for each phase as shown in figure 3.1. For temperatures between
points of definition, Abaqus interpolates the given data. If the temperature
falls outside its range of definition, it uses the last value at the upper or
lower bound.

The specific heat from ref. [28] and the three points which were used for
its definition are shown in figure 3.2. In the experimental data, the specific
heat of steel is constant after melting. However, in the FE model, the jump
at the melting point was not included. An abrupt change in material data
would make iterative calculations more difficult to converge. Therefore, it
was assumed that the liquid specific heat increases gradually from the solid
value at the melting point to 3000 K which is the maximum temperature
given in the reference. For the solid and powder the chosen lines were the
same as the experimental findings in [28].
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3.1. Thermal Analysis
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Figure 3.2: The considered specific heat of different phases as a function of
temperature in comparison with data from [28].
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Figure 3.3: The considered density of different phases as a function of tem-
perature in comparison with data from [28].

The density is illustrated in figure 3.3. The three points for the solid and
liquid phase approximate the reference data quite closely. In case of powder,
a porosity of 36% was assumed based on [53], thus its density is 64% of the
solid phase.

Last but not least, air material properties were assigned to elements which
were not active at certain time steps of the simulations. The thermal con-
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3. Finite Element Model

ductivity of air was set to zero. Otherwise, having a different volume of air
above the layers would affect the temperature evolution. This assumption is
valid since thermal conductivity and heat capacity of air are both 3 orders
of magnitude smaller than metal.

3.1.3 Laser Definition

The laser beam is the main input to the system. It heats up the powder
and causes the temperature increase and melting of metal. Residual stresses
are dependent on the laser beam definition through thermal strains that
develop in the part. As mentioned in section 2.2, the laser beam has a
radius of 55µm. The laser distribution was chosen based on [54], where a
Gaussian distribution perpendicular to the laser propagation direction and
an exponential decay parallel to it is assumed:

Q =
2AP
πR2δ

exp
[
− 2

(x− X0)2 + (y−Y0)2

R2

]
exp
[
− |z− Z0|

δ

]
(3.8)

In this equation, Q is the body heat flux and is multiplied by element volume.
A is the powder absorptance of laser, and P is the laser power. R is the
laser spot radius, and is defined as the distance from center of laser where
intensity falls to 1/e2 of its maximum value. δ is the optical penetration
depth which is on the order of nanometers for bulk metals, but becomes
much higher for powders where light beams can penetrate the gaps between
powder grains. The first exponential term in equation (3.8) decreases the
laser power in planes perpendicular to the laser propagation direction and
the second one is for the intensity decay as laser penetrates the powder bed.

Table 3.1: Laser parameters used in the simulations.

Name Abbreviation Value

Laser Power (W) P 100
Scan Speed (mm/s) V 200
Powder Absorptance (%) A 30
Spot Radius (µm) R 55
Optical Penetration Depth (µm) δ 60

The complexity of a moving volume heat flux with Gaussian distribution
requires using the DFLUX subroutine in Abaqus. The code can be viewed
in appendix A.1.
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3.1. Thermal Analysis

3.1.4 Phase Change and Layer Deposition

Once a powder layer is solidified, the next layer must be added for the
process to continue. In Abaqus 6.14, adding elements during the simulation
was not possible, and all of the elements had to be present in the simulation
from the beginning. In order to reproduce the effect of element addition, air
material properties were assigned to so-called inactive elements. Once the
new layer is to be deposited, properties are switched to powder.

In order to assign different properties to elements based on time of the sim-
ulation, the material property definitions in Abaqus were dependent on a
field variable. Any value can be assigned to field variables using the USD-
FLD user-defined subroutine. A sample-code is included in appendix A.2.

The second property-switch is the phase change due to melting. Powder,
liquid, and solid have their respective properties for different temperature
ranges and are distinguished through the same field variable used for ele-
ment activation. However, the switch is temperature dependent in this case
(as opposed to time-dependency in above case). The chosen representative
values are shown in table 3.2.

Table 3.2: Representative values for each phase in the simulations.

Phase FVD1

Air 0
Powder 1
Solid 2
Liquid 3

3.1.5 Thermal Boundary Conditions

For the temperature boundary conditions of the build, not much information
was available at the start of the simulations. Two possible assumptions were
insulation at all surface, or a temperature sink at the bottom of the substrate
with room temperature. Since the heating process is very fast for short
prints (on the order of milliseconds), an adiabatic assumption would not be
far from reality. However, in cases where the printing process takes longer
in many layers and multiples tracks, temperature increase due to the input
heat would become too much and unrealistic. Therefore, a thermal sink at
room temperature was assumed at the bottom of the substrate. For the final
simulation a temperature history at approximately 5 mm blow the print area
was available.
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3. Finite Element Model

3.1.6 Mesh size and type

Since the laser radius was 55µm, the element size had to be smaller than that
to capture the temperature gradients to a meaningful degree. On the other
hand, decreasing mesh size, increases the number of elements by a power of
three and significantly increases the computation time. A mesh size sensitiv-
ity analysis will be discussed in the next chapter. A 20µm× 20µm× 10µm
element was chosen for the built part in the end. In the substrate, the height
of the elements was increased linearly up to 1mm in order to reduce the
computation time.

For heat transfer analysis, 8-node linear brick elements (DC3D8) were used.
In the mechanical analysis the same mesh matrix was used, and only the
element type was changed.

3.2 Mechanical Analysis

Once a thermal analysis is completed, its nodal temperature history can
be used in a stress analysis to calculate the response of the system to ther-
mal strains. In the mechanical model, the geometry, mesh matrix, and the
heating and cooling durations are kept consistent with the thermal analysis.
Only the material properties and the boundary conditions are changed.

3.2.1 Formulation

The mechanical simulations were performed using the “Static/General” step
in Abaqus. According to the documentation [50], basic displacement prob-
lems are solved using the principal of virtual work:∫

V
σ : δD dV =

∫
S

tT.δv dS +
∫

V
f T.δv dV (3.9)

where σ is the Cauchy stress matrix; t is the traction per unit are; f is the
body force per unit volume; δv is the virtual velocity field; and δD is the
virtual strain rate. After replacing the left hand side of equation (3.9) with
its conjugate stress and strain pairing, it becomes:∫

V0
τc : δε dV0 =

∫
S

tT.δv dS +
∫

V
f T.δv dV (3.10)

Similar to section 3.1.1 the interpolator functions are defined as:

u = NNuN (3.11)

where uN is any nodal variable. From kinematic compatibility between the
displacement and virtual velocity field, a similar formulation can be used
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Figure 3.4: The considered thermal expansion coefficient as a function of
temperature in comparison with data from [55].

for δv:

δv = NNδvN (3.12)

Lastly, for virtual strain rate ε the interpolation results in:

δε = βNδvN (3.13)

where βN is derived from interpolations functions as the matrix of strain
variations. By replacing above equations in equation (3.10), the following
system of equations is reached:∫

V0
βN : τC dV0 =

∫
S

NT
N .t dS +

∫
V

NT
N . f dV (3.14)

Which can be solved for the stress and displacement field. Further details
can be found in the theory section of Abaqus documentation.

3.2.2 Constitutive Model

The property that ties thermal/mechanical analysis is the thermal expansion
coefficient which changes from 1.5× 10−5 at room temperature to 2−5 at the
melting point [55] (figure 3.4).

The elasticity modulus for stainless steel has been taken form [55]. In the
solid phase, elasticity has been approximated with two solid lines and the
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Figure 3.5: The considered modulus of elasticity for different phases as a
function of temperature in comparison with data from [55].

powder/liquid were assigned one percent of the value for solid at room
temperature according to recommendation by [56].

In order to capture residual stress development in the part, it is necessary
to employ a plasticity definition in the material model. Therefore, isotropic
hardening was chosen for the plastic behavior based on [57]. The employed
data in this study can be seen in figure 3.6. Mullins et al. [57] have reported
a peculiar behavior for the yield strength of stainless steel 316. In their
hardening plots, yield strength decreases by increasing temperature up to
600 ◦C, but shows a sharp increase at 700 ◦C and continues to decrease
at higher temperatures. This phenomenon is referred to as dynamic strain
aging [57] and its influence on development of thermal stress is discussed in
section 4.2.3.

As described in the next chapter, hardening definition alone without any
sort of annealing due to high temperatures exposure would result in unreal-
istically high residual stresses. When the elements are in liquid phase in the
simulations, the equivalent accumulated plastic strain keeps increasing. In
practice, this variable does not hold meaning in the liquid phase. The large
accumulated plastic strain forces the software to assume large yield stresses
based on figure 3.6. In order to avoid that, the strain hardening memory is
cleared due to annealing.

Annealing is a complex phenomenon that happens even at much lower tem-
peratures than the melting point (for instance 750◦C [58]). However, as no
data regarding its precise definition was available, the recommendation by

28



3.3. Miscellaneous

0 5 10 15 20 25 30 35
0

200

400

600

800

Strain [%]

St
re

ss
[M

Pa
]

20 C
200 C
400 C
600 C
700 C
800 C
900 C
1100 C
1300 C

Figure 3.6: Stress-strain behavior of stainless steel 316 beyond the yield point
at different temperatures [57]

the same source for hardening data [57] was used and an annealing tem-
perature of 1400 ◦C was assumed (the melting point is taken as 1427 ◦C in
comparison). Beyond this temperature the accumulated plastic strain is set
to zero and when the solid cools down it starts on the hardening curve from
zero strain.

3.2.3 Mechanical Boundary Conditions

Manufactured parts with SLM are clamped to the substrate, but setting the
node displacements on the bottom surface to zero in Abaqus would impose
unrealistic stresses. Therefore, in order to restrain free translation and rota-
tion of the part in the simulation, the bottom surface which was in the form
of a rectangle was fixed perpendicular to its surface. In order to stop free
movement in the same plane, two non-parallel sides of the rectangle were
constricted perpendicular to their direction.

3.3 Miscellaneous

In this section, some of the issues with the development of finite element
code that do not fall under other topics are discussed.

In Abaqus, the node locations in the input file are stored with 8 signifi-
cant figures but the values are not truncated. This caused problems in the
DFLUX subroutine as the exact coordinates of the nodes were used to define
the boundary of the heated volume. Wherever this small difference caused
the node to fall out of the assigned boundaries, there was less heating and
thus lower temperatures. This problem was solved by rounding nodal coor-
dinates up to 8 figures. Another solution is including a small margin in the
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3. Finite Element Model

boundary of heated volume to make sure all target nodes were included in
the laser definition. Alternatively, one can define element sets beforehand
for regions of interest in the subroutine, and avoid using exact coordinates
for setting the boundaries.

Another issue with the DFLUX subroutine was how the element volume
was defined and assigned to each node. Through numerous trials it became
clear that in brick elements, the representative volume for a node is the sum
of 1/8th of the volume of its surrounding elements. If the node lies on the
outer surface of the geometry, only half of the element volume would be
assigned to it. This significantly reduced the amount of laser energy input
where it moved on the outer surfaces. In order to fix this problem, an extra
layer of inactive elements is always included in the model, and the laser was
never applied to surface nodes.
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Chapter 4

Results and Discussion

4.1 Reference Model

After multiple iterations and testing out various assumptions, a model was
created which followed basic physical principles and generated satisfactory
results both in thermal and mechanical domain. Since the sensitivity of
simulations to different variables are investigated with respect to this model
in section 4.2, it is referred to as the reference model. In the following, a
description of general aspects of it is discussed.

4.1.1 Attributes

Geometry

10 layers of powder were printed. In each layer, the laser beam followed a
single track of 1 mm length. The melt pool was 100 µm in width and the
total thickness of the model was 300µm. i.e. an extra 100µm thick powder
layer was around the printed area. Underneath the printed layers, a solid
substrate with a rectangular cross section of 100µm× 1mm and 1 mm height
was included to support the newly formed solid elements.

Step Definition

For each layer, two steps were defined. In the first one, laser source was
active and the complex thermal/mechanical interactions occur. Once the
print is finished, it is left to cool down for roughly 1 second in the second
step. Afterwards, the subsequent layers are printed in the same manner until
the job is finished. Duration of heating steps depends on laser speed and the
track length. In this case, with 200 mm/s speed and 1 mm track length, it
takes 5 ms. Finally, the maximum temperature change in each increment is
set to 500 ◦C since the heating process is quick and temperature changes are
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4. Results and Discussion

Figure 4.1: Signed mises distribution during printing of the 10th track.

large. Setting this value lower can help when there are convergence issues
but does not significantly change the final result .

4.1.2 Stress Evolution

Figure 4.1 is the cross section view of stress distribution during printing of
the last layer. The illustrated parameter is signed mises, i.e. the von Mises
stress multiplied by sign of the hydrostatic stress (negative of the pressure).
The positive sign indicates that the element is under tension, while negative
signifies compression. In this figure, the excess powder is excluded and only
the solid/liquid elements are shown.

The elements inside the red outline are in the liquid phase. They appear
as green because the liquid phase is assumed to be stress free. The area
just below the melt pool falls under compression because of the tempera-
ture increase ensuing thermal expansion. The previously melted elements
fall under tension as they cool down and shrink due to constraints from
surrounding volume. Further below the melt pool, tensile and compressive
areas are seen which have developed in previous prints and are still affected
by the melt development in the top layer.

In figure 4.2 the stress distribution at the end of the process is shown. The
maximum tensile stress occurs not directly in the top layer, but a few layers
below. In response to the tensile region, a compressive stresses can be seen
below it.
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4.2. Sensitivity Analysis

Figure 4.2: Signed Mises stress distribution after print of the 10th layer and
final cooldown.

In the next section, sensitivity of the developed residual stresses in the refer-
ence model to changes in different parameters and assumptions is discussed.
First, a mesh sensitivity analysis is presented to show how the output results
(temperatures and stresses), and computation time change with decreasing
element size. Then, the effect of using multiple integration points in an el-
ement instead of one, is investigated. Afterwards, the question of whether
a fully coupled analysis would be necessary or not is explored. Next, the
effects of a large solid substrate (instead of the thin substrate described in
section 4.1.1) on residual stress development is presented. Lastly, two as-
sumptions regarding the constitutive model are turned off, and the resulting
changes are discussed.

4.2 Sensitivity Analysis

During finite element model development, assumptions had to be made at
different stages in order to reach a physically sensible model that could be
solved in a reasonable time. In this section, these assumptions are investi-
gated one at a time, and the changes in the output results (residual stresses
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4. Results and Discussion

(a) Side view (b) Top view

Figure 4.3: a) Cross-section side view at the middle of the first layer. b) Top
view at the middle of the first layer.

and temperature fields) are discussed.

4.2.1 Mesh Size

A inherent part of any simulation is choosing an optimum mesh size for the
model geometry which can satisfy two qualities.

• Further reduction of the mesh size should not change the output result
beyond a certain margin of error.

• The calculations should be computationally as least expensive as pos-
sible.

Usually a large mesh size is adopted in the beginning and is reduced in
size until the accuracy criteria is satisfied. The geometry considered for the
mesh size analysis was similar to the reference model but with only 2 layers
instead of 10 in order to cut down on simulation time.

In figure 4.3 the different mesh patterns are illustrated. figure 4.3a is the
cross section of the first layer. The red line in the middle shows the loca-
tion of the laser at the time frame that the temperature was recorded. The
elements highlighted in blue are where the mises stress at the end of the sim-
ulation was used for comparison (light blue is the mesh size which was used
in the simulations eventually). In figure 4.3b the same location but from the
top is shown. The blue element is the same as before, and the red reticle
shows the laser position. Finally the nodes under the red dot are the closest
to the laser location, and their temperatures were analyzed for comparison.

For measuring the effect of changing the element size on simulation results,
maximum nodal temperature from the thermal analysis and the final von-
Mises stress from the mechanical one were chosen. The changes in these
parameters with increasing number of elements is shown in figure 4.4.

For the subsequent simulations, and the one mentioned in the previous sec-
tion, the second largest element size was used. In figure 4.4, with changing
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Figure 4.4: Mesh size effects on simulation results. a) Maximum nodal tem-
perature decreases with increasing number of elements. b) The final residual
stresses decrease with smaller element size.

the mesh size from 30µm to 20µm, the temperature drops by 7.3%, while the
relative changes in the next three reductions are 0.9%, 2.5%, and 0.39%. Fur-
thermore, there is a 17.3% drop in the residual stresses with the first mesh
size reduction while lowering it further results in 3.9%, 2.5%, and 6.1% rela-
tive variations. Therefore, the reasoning behind choosing this mesh size was
that using smaller element size did not change the results in a deterministic
manner. With this element size, there is an uncertainty of ±2.5%, and ±6%
in temperature and residual stresses respectively.

The second factor in choosing the mesh size was the calculation time, which
is shown in figure 4.5. Reducing mesh size increases the number of elements
by a power of three which itself increases simulation time respectively. For
instance, if each dimension of the reference element size (20µm× 20µm×
10µm) is divided by 2 (10µm× 10µm× 5µm), the number of elements in-
creases by a factor of 8, and simulations take 16.3 times longer. It should be
noted that the times discussed here are for printing only 2 layers with a sin-
gle 1 mm track. The conducted simulation with the chosen mesh size in the
reference model took around 20 hours. Thus smaller elements would have
been impractical, and calculation time was the limiting factor in choosing
the mesh size.

4.2.2 Fully Integrated Elements

For the mechanical analysis, linear brick elements were used (figure 4.6). In
Abaqus [50], there are two types of such elements based on the number of
integration points. The fully integrated element has 8 integration points and
is denoted by C3D8, while the reduced version has only 1 integration point
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Figure 4.5: Comparison of calculation time for different mesh sizes in print-
ing two layers for thermal and mechanical analyses.

(a) (b) (c)

Figure 4.6: C3D8 and C3D8R element nodes and integration points. a) Loca-
tion and numbering of nodes. b) Position of integration points in the fully
integrated element. c) There is only one integration point in the reduced
element. [59]

in the middle and is differentiated from the former by an R at the end of
element name (C3D8R). The first impression of a fully integrated element is
higher calculation time. While this is true, it is not the only difference be-
tween the two types. Each of them has advantages and disadvantages which
should be considered carefully before choosing one of them for mechanical
simulations.

In the Abaqus documentation [50], it is explained a major issue with fully
integrated elements is shear locking. It refers to development of so-called
parasitic shear strains that do not exist. Shear locking usually occurs in long
and slender structures that are subject to bending. Since 8 node elements
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Figure 4.7: Comparison of residual stresses with two element types.

do not bend, the deformations take the form of shear strain as the elements
are compressed on one side and stretched on the other side. This results in
high shear stresses and increases the overall stiffness of structures, thus the
term: shear locking. In our simulations bending is not the primary mode
of deformation, but in order to reduce calculation time, fully integrated
elements were avoided.

The reduced integrated elements are not without issues either. Hourglass-
ing can happen with these elements, which refers to a type of distortion
where the calculated strains at the single integration point are zero. Abaqus
includes hourglass control to mitigate these effects. Nonetheless, it is recom-
mended to use a fine mesh with reduced integration elements and distribute
localized loads/boundary conditions over a number of elements [50].

The reference model was solved with both element types and the stress
distribution in z-x cross section view can be compared in figure 4.7. Since no
major differences were observed, the reduced element type was chosen for
the rest of the simulations due to its less complexity and better performance
time-wise.

4.2.3 Fully Coupled Analysis

As mentioned in chapter 3, sequentially coupled thermal-stress analysis was
used in order to reduce simulation time. In this section, the effects of me-
chanical deformations on the thermal field are investigated.

Similar to mesh sensitivity, 2 layers with a 1 mm laser track length were
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Figure 4.8: von-Mises stress evolution during print process (at the shown
element in the inset) in sequentially vs. fully coupled analysis.

used for this analysis. In figure 4.8, the signed mises stress evolution for
the middle element on top of layer 1 is shown. The areas highlighted in
red show the heating step while those in blue correspond to cool down
time. On the second axis the temperature history in one of the nodes of the
element is shown. It can be seen that the stress becomes nearly zero when
the temperature rises above the melting point (Tmelt = 1427◦C).

The general purpose of figure 4.8 is to show that not only the final value
of stress, but also its time history is similar in both fully and sequentially
coupled analyses. In addition, interesting information about the behavior
of the hardening model discussed in section 3.2.2 can be inferred from the
figure.

In the beginning, the element is in powder phase and free of stress. As the
temperature increases above the melting point, it turns to liquid. Between
the 2 ms and 4 ms windows, the signed Mises stress becomes negative. This
compression is due to expansion of its surrounding elements as the laser
moves close to the element. Beyond the melting point, the element changes
to liquid phase but still the stresses are low. The cooling of the element starts
immediately after the laser moves away from it. As cool-down continues, the
element turns to solid and larger stresses start to build up. At around 700 ◦C
the stress levels start to fall. This phenomenon is due to the dynamic strain
aging which was mentioned in section 3.2.2. Stress keeps going down in the
cooling step until the temperature falls below 600 ◦C. In the material model,
yield strength increases by decreasing temperature below 600 ◦C. Thus the
residual stress becomes larger as well. In the second heating phase, the effect
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Figure 4.9: Calculations time in fully and sequentially coupled thermal-
stress analyses.

of compression due to expansion of the top layer is more evident.

The calculation time for the two simulations is compared in figure 4.9. Fully
coupled analysis takes almost twice as long as its sequential counterpart.
This is another advantage of separating the thermal and mechanical aspects
of the problem.

4.2.4 Large Solid Substrate

In figure 4.10, the stress distribution in a model with a large solid substrate
is compared with the reference model. The deformations are scaled 5 times
for better illustration. In the corners, where the print is attached to the
substrates the elements appear as gray, meaning that the stresses at these
locations is very high and as seen on the legend, they can be up to 731
MPa. This is due to stress concentration which increases as additional lay-
ers are printed. In samples produces by Tolosa et al. [10], cracking and
delamination at the bottom of some SLMed parts was seen due to the same
phenomenon.

In the left hand side, the same area is free to deform and does not carry
such high stresses. Since this sort of localized stress was not wanted in
other sensitivity analyses, the thin substrate was adopted.

4.2.5 Constitutive Model Assumptions

Development of residual stresses in finite element simulations is directly
dependent on the constitutive material model definition. A description of
the employed isotropic hardening plasticity model has already been given
in section 3.2.2. In the following, the effect of two assumptions on the final
developed residual stress distribution is investigated.
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Figure 4.10: Stress distribution with a thick solid substrate. The deformation
are shown with a ×5 scale.

Perfectly Plastic Model

Along the stages of finite element model development before reaching the
final set of assumptions, there was no hardening included in the plasticity
definition, and only a perfectly plastic solid was present. In figure 4.11
the final singed mises distribution in x-z cross-section is compared for the
two cases. As expected, the stress levels are much lower in the perfectly
plastic case. Maximum tensile stress in the reference model reaches up to
360 MPa while in the other case, it does not surpass 200 MPa. This shows
that the residual stresses are highly sensitive to the hardening definition. It
is recommended to conduct tests on SLM parts themselves, and derive the
relevant constitutive model for simulations.

Annealing Temperature

As mentioned in section 3.2.2, annealing is an import part of the harden-
ing model which must be included in the finite element simulation. In this
section the consequence of having no such property on the residual stress de-
velopment is investigated. Figure 4.12 shows the signed mises distribution
in z-x cross section of the 10-layer print, in the two cases. As seen on the
right hand side, the stresses can rise up to 600 MPa if the effect of tempera-
ture rise on reseting hardening is ignored. In order to avoid this unrealistic
outcome, the anneal temperature of 1400◦C was adopted even though it is
not a direct physical representation.
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Figure 4.11: The signed mises stress distribution with perfectly plasticity
compared to the reference model.

Figure 4.12: The signed mises stress distribution without annealing temper-
ature definition compared to the reference model.
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Figure 4.13: Temperature distribution in the reference model compared to
liquid deposition in the simplified approach.

4.3 Simplified Model

An all-inclusive model would be great for predicting thermo-mechanical
response of parts with respect to different variables, but the increased com-
plexity results in long calculations. Therefore, for the goal of modeling real
world parts, even more simplifying assumptions need to be made.

The major constriction on increasing element size is the laser spot diame-
ter. The small size of it requires even smaller elements in order to capture
a meaningful temperature distribution. In previous works [42] heating the
whole layer to a certain temperature has been done instead of a moving
laser as a way of simplification. In order to investigate how this could affect
the stress distribution, the same was done for the 10-layer reference model
with a slight modification. The extra powder which was mentioned previ-
ously was excluded from the model and only the solidifying elements were
present.

At the start of each heating step, a layer of liquid metal at the melting point
was deposited and held at the same temperature for the same duration as
laser would have passed through i.e. 5 milliseconds (figure 4.13). The result-
ing stress field is shown in figure 4.14. The distribution is very similar and
there is only a 6% change in the maximum tensile stress in the part.

Calculation time can be compared in figure 4.15. The simple model takes
less than an hour while having full laser definition causes a five-fold increase
in simulation time. It should be noted that, for the sake of comparison, the
same mesh matrix was used for the simplified model whereas with absence
of laser definition, one can increase element size and reduce computation
time even further. Such a decrease in calculation time, in addition to the
small changes in stress distribution show promise for using simplified mod-
els for real world sized parts.
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Figure 4.14: The signed mises stress distribution in the simplified model and
the reference one.
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Figure 4.15: Comparison of calculation time for the simplified model vs. the
reference one.
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4.4 Parametric Study

In section 4.2, the effect of different model assumptions on the output results
was investigated and a final model was decided upon, which was discussed
initially in section 4.1. At this stage, it is of interest to know how this model
would respond to changes in process parameters. In the following, the laser
power, scan speed, hatch space, and preheat temperature are varied and
their effects on the output results are investigated. As a form of model
validation, the results are compared with similar experimental parametric
studies [35].

Up until now, the models mainly consisted of 1 mm single laser tracks up
to 10 layers, which does not show the effect of side by side prints. Thus for
this section, another geometry with 3 layers, each with 3 laser tracks of 1
mm length (9 mm total scan length) was used.

4.4.1 Laser Power and Scan Speed

Some of the process parameters that directly control the quality of the print
and can be chosen by the operator are the laser power, scan speed, hatch
space and layer thickness. The combination of these four qualities deter-
mines how much energy is given to system per unit volume. In other words,
the energy density depends on these variables. Therefore, changing only
one of them can result in egregious issues such as unmelted powder or va-
porization. In order to compare the effect of changes in these parameters,
we held the ratio of laser power to scan speed constant, and changed them
in pairs as in table 4.1.

Table 4.1: Pairs of laser power and scan speed with constant ratio.

1 mm Scan Time (ms) 4 4.5 5 5.5 6

Laser Power (W) 125 111.1 100 90.9 83.3
Scan Speed (mm/s) 250 222.2 200 181.8 166.6

Choosing a single element for comparison was quite difficult because both
the stress distribution and values changed in each case. For instance, the
region of highest tensile stress was not at the same exact elements. Addi-
tionally, the highest tensile element changed in location and value without
a clear pattern which could be due to discretization errors. Comparing the
cross-section view as was done for the 10-layer single track models was not
as useful, since there are only 3 layers in this model. Therefore, in order to
capture both the distribution and stress values in a single parameter for the
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Figure 4.16: Average of developed residual stresses during SLM in three
layers with different scan speed/laser power combinations.

sake of comparison, the average residual stress in each of the three layers
was measured.

The average von-Mises stress in the solidified part of the three layers is
shown in figure 4.16. A similar parameter study on SLM of steel 316 was
done by Shiomi et al. [35], which is used in assessing these results. They
changed the scan speed in 4-8 mm/s range and the tensile residual stresses
remained in the 300-400 MPa region. This behavior can be seen in figure
4.16 too where there is negligible increase in the residual stresses with in-
creasing scan speed. Therefore, one can conclude that as long as an stable
melt pool forms, residual stresses are independent of the scan speed (other-
wise balling, keyhole formation or increased porosity happen which are not
considered in this finite element model).

4.4.2 Hatch Spacing

Using 3 laser tracks in each layer enabled investigation of hatch space effect
on the residual stresses. In figure 4.17, the average layer stress is plotted
for 40 µm, 60µm, 80µm, and 100µm values of hatch distance. As the melt
pool overlap decreases, some of the powder is left unmelted between the
solidified regions which greatly decreases residual stresses. In practice, in
porous media the stress perpendicular to the free surfaces inside the mate-
rial would be zero. On the other hand, decreasing hatch space, increases
the residual stresses. The reason for this behavior can be due to so-called
double quenching in the overlap region which becomes larger with smaller
hatch space [60].
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Figure 4.17: Mean value of developed residual stresses during SLM over the
three layers with different hatch spacing.
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Figure 4.18: Average value of SLM residual stresses in the three layers with
different substrate preheating temperatures.

4.4.3 Preheating

In some SLM machines it is possible to preheat the substrate to a certain
temperature in order to decrease the residual stress levels in the manufac-
tured part. The results of increasing substrate temperature can be seen in
figure 4.18. This decrease in the residual stresses has also been confirmed
by Shiomi et al. [35].
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4.5 Model Verification

In this section, the result of a simulation similar to the experiment of chap-
ter 2 is presented. The laser parameters of the experiment were slightly
different from table 3.1. The scan speed was 800 mm/s and the laser power
was 150 W. This resulted in a smaller laser power density than what had
been used previously in the simulations, which created a smaller melt pool.
Upon further investigation it became clear that the chosen powder absorp-
tance was lower than what it would have been in the experiment. According
to Trapp et al. [61], for the given laser power and scan speed, the heat trans-
fers through the keyhole mode. In other words, metal vapor bubbles form
and the melt pool would be deeper than the conduction mode heat transfer.
Under these conditions, the absorptance of steel 316 powder rises up to 80%.

In the simulations, the liquid flow, vaporization, surface tension, wetting,
and most phenomena related to molten metal was neglected. As a form of
compensation, the exponential decay of laser with depth inside the powder
bed was removed (in order deliver more heat to the bottom of the layer as
happens with wetting). Additionally, an arbitrary value of 40% was chosen
for absorptance.

Table 4.2: Laser parameters of the experiment which were adopted for the
final simulation.

Name Abbreviation Value

Laser Power (W) P 150
Scan Speed (mm/s) V 800
Powder Absorptance (%) A 40
Spot Radius (µm) R 55
Optical Penetration Depth (µm) δ 30

For making a comparison between the simulations and experimental data,
the exact position of the thermocouples on the thin wall structures was
needed. In order to find these spots, the blades were painted black and
then, the wires were removed. This caused the weld spots to appear as
bright spot among the black paint under the microscope. One such image is
shown for ET3 thermocouple in figure 4.19.

As discussed in section 2.3, due to mounting misalignment, the tempera-
tures at two sides of the same structures were different. Since this problem
was more pronounced in the first and second structures, the simulation is
only compared with the third one (closest to the center of the substrate). The
results are shown in figure 4.20.
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Figure 4.19: Colored thin wall after detachment of thermocouples. Bright
spots correspond to previously attached wires.

The maximum temperature is predicted closely, but during cool-down the
simulation temperatures are higher. This might be due to a higher conduc-
tivity of the material in the experiment. Additionally, the neglected heat
transfer mechanisms such as convection would contribute to faster heat dis-
sipation and lower temperatures which were not considered in this model.
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Figure 4.20: Temperature history on top of the substrate during printing of
the first two layers in the third thin wall and the corresponding simulation.
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Chapter 5

Summary and Outlook

5.1 Summary

In this work, thermal history and residual stress development during se-
lective laser melting process were investigated. Steel 316 was chosen as
the process material. A finite element model using the Abaqus commer-
cial software was developed based on physical assumptions which divided
the problem in two sequentially coupled cases of thermal and mechanical
analyses. The predicted temperature profiles were verified through an exper-
iment, which included SLM of thin walls that were instrumented by K-type
thermocouples. The model assumptions (such as the constitutive material
model, element type and size, etc.) were developed through various sen-
sitivity investigations. Finally, a process parameter study was conducted
through simulations and the results were compared with previous works.
In the following the main aspects and conclusions are revisited.

5.1.1 Experiment—Thermocouples on Blades

A two phase SLM print was conducted for measuring in-situ temperatures.
K-type thermocouples were attached to half-built thin structures through
spot welding. The Measurements were done at 12 different spots with a
maximum DAQ frequency of 4800Hz. The base plate was misaligned, but
magnitudes up to 700◦C were recorded. The temperature history was used
to verify the thermal model.

5.1.2 Sensitivity Analysis—Model Assumptions

Various mesh sizes were used and optimal choice was made based on result
accuracy and calculation time. A fully coupled thermo-mechanical analysis
was conducted and shown not to differ from its sequential counterpart. Ef-
fect of a large substrate as for the first few layer in a real-world print was

51



5. Summary and Outlook

considered and stress concentration up to 700 MPa was observed. Fully inte-
grated and reduced elements were both used for simulation and the model
was found the be insensitive in this regard, but with lower calculation time
with reduced integration elements. The perfectly plastic material definition
was compared with isotropic hardening and the direct influence of hard-
ening on residual stresses was observed. Anneal temperature was excluded
from one simulation which led to very high stresses, thus showing the neces-
sity of this consideration even though it does not directly represent physical
concepts.

5.1.3 Simplified Model—Fast and Effective

The reference simulation was repeated without surrounding powder and
with a simplified thermal solution. Instead of moving laser definition a
liquid metal layer was deposited and held at melting point for the same
duration of laser passage. Relatively similar stress distribution and values
were seen, but with 80% reduction in calculation time.

5.1.4 Parametric Study—A Comparison with Literature

A new geometry with 3 layers and 3 tracks of 1 mm length in each layer was
designed for parametric study. With constant laser energy density the scan
speed and laser power were changed. No sensitivity was seen in average
residual stresses similar to a previous work. By increasing the hatch space,
the porosity of the printed area became larger and residual stresses dropped
as expected. Preheating the substrate decreased the final residual stresses in
the part, as it was confirmed by prior work.

5.2 Future Work

Finite element simulation in the field of selective laser melting still faces ma-
jor limitations for application to process parameter optimization, or reliable
residual stress and distortion prediction of real world parts. Some of these
limitations are inherent to the complexity of the problem, but there are ways
that can help improve these solutions. In this section, some suggestions for
this purpose are made.

5.2.1 Further Model Verification

Employment of reliable material properties

In the model definition, material properties directly influence the output
results. However, they were taken from external sources thus they do not
apply for the stainless steel produced through SLM, and the process history
and grain structure of the metal is different. Therefore, it is recommended
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to produce test pieces through the same methods of additive manufacturing,
and conduct tensile, relaxation and other thermal or mechanical tests to
extract the needed properties for finite element simulations. This way, the
uncertainty due to material properties would be greatly reduced.

Residual stress measurement and mechanical model verification

Reliable measurement of residual stresses is more complex than tempera-
ture measurement which was done in this work. However, it is needed for
confirming the assumptions made regarding the constitutive model and the
mechanical analysis.

5.2.2 Further Sensitivity and Parametric Analysis

Creep consideration

At high temperatures, creep and relaxation become an important factor in
the mechanical model. For the current work, there was no reliable source
for creep data (most existing creep investigations are not valid for the short
time frame of milliseconds). Thus one way to improve the model would be
to measure the relaxation at different temperature levels for SLM samples
and use them in a creep definition in the simulations.

Kinematic hardening consideration

The hardening model used here was isotropic while other works have used
kinematic hardening or a combination of both types to predict material re-
sponse beyond yield strength [57]. Once hardening data is available through
tests, they can be used in different scenarios and the best model can be cho-
sen based on comparison with residual stress measurements.

Effect of scanning strategy

A hot topic in current research is finding the ideal scanning strategy that min-
imizes the negative effects of localized heating due to laser beam exposure.
Different scan strategies can be tested both in simulations and experiments,
and their effects can be compared through residual stress measurements.

5.2.3 Further Development of Simplified Model

Simplifications of laser definition is inevitable for reducing calculation time
and increasing model size. Following the successful residual stress predic-
tions of the simplified model compared to the reference model, larger geome-
tries with courses mesh size can be developed and used in stress prediction
alongside experiments.
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5.2.4 Evaluation of alternative FE packages

The latest version of Abaqus includes new features to facilitate additive man-
ufacturing simulations. Additionally, other packages such as COMSOL have
proven powerful in terms of modeling multiphysics phenomenon. Ansys is
another commercial option which can be compared with available finite ele-
ment simulation software packages in order to find the most efficient one in
solving additive manufacturing simulation problems.
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Appendix A

Subroutines

A.1 DFLUX

The DFLUX subroutine which was used for the reference model described
in section 4.1 is presented below.

SUBROUTINE DFLUX(FLUX ,SOL ,KSTEP ,KINC ,TIME ,NOEL ,NPT ,COORDS ,

1 JLTYP ,TEMP ,PRESS ,SNAME)

INCLUDE ’ABA_PARAM.INC’

DIMENSION FLUX(2), TIME(2), COORDS (3)

CHARACTER *80 SNAME

REAL*8 x_cur ,y_cur ,z_cur ,stepno

x_cur=(INT(COORDS (1) * 1.D8 + 0.5)) / 1.D8

y_cur=(INT(COORDS (2) * 1.D8 + 0.5)) / 1.D8

z_cur=(INT(COORDS (3) * 1.D8 + 0.5)) / 1.D8

stepno=KSTEP

CALL LASER(x_cur ,y_cur ,z_cur ,TIME(1),stepno ,FLUX (1))

RETURN

END

SUBROUTINE LASER(x,y,z,time_input ,stepno ,HEAT)

INCLUDE ’ABA_PARAM.INC’

REAL*8,INTENT(IN)::

+ x,y,z,time_input ,stepno

REAL*8,INTENT(OUT )::

+ HEAT

REAL*8 Radius ,Absorb ,Power ,Velocity ,Delta ,Thickness ,Length ,
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+ Q,Q0 ,Time_Trail ,X0 ,Y0,Z0,layer_no

INTEGER :: KSTEP = 0

PARAMETER (ZERO =0.D0,ONE=1.D0,TWO=2.D0,THREE =3.D0)

! Laser properties

Radius = 5.D-5 ! laser radius

Absorb = 3.D-1 ! laser absorption ratio

Power = 100.D0 ! laser power

Velocity = 2.D-1 ! scan speed

Delta = 60.D-6 ! optical penetration depth

Thickness = 30.D-6 ! layer thickness

Length = 1.D-3 ! Print length

Epsilon = 1.D-9 ! 1 nanometer

Q0 = TWO*Absorb*Power /(3.1415926535 D0*Radius **TWO*Delta)

Time_Trail= Length/Velocity ! 1 mm print time

steptype = Mod(KSTEP ,2) ! 1:heat 0:cool

layer_no = KSTEP /2+1 ! number of current layer

KSTEP = stepno

HEAT=ZERO

! Heating interval

IF (steptype.EQ.1) THEN

Z0=Thickness*layer_no ! height of the current layer

ELSE ! Cooling interval

RETURN

END IF

! Laser location

X0=Velocity*time_input

Y0=ZERO

! Assigning heat flux inside the powder

IF (z.LE.Z0+Epsilon .AND. z.GT.Z0 -Thickness -Epsilon) THEN

Q=Q0*exp(-TWO*((x-X0)**TWO+(y-Y0)**TWO)/ Radius **TWO)*

+ exp((z-Z0)/ Delta)

IF (Q/Q0 .GT. 1.D-1) THEN

HEAT=Q

END IF

END IF

RETURN

END

56



A.2. USDFLD

A.2 USDFLD

For switching the field variables the USDFLD subroutine was employed.
The code which was used for the reference model is as follow.

SUBROUTINE USDFLD(FIELD ,STATEV ,PNEWDT ,DIRECT ,T,CELENT ,

1 TIME ,DTIME ,CMNAME ,ORNAME ,NFIELD ,NSTATV ,NOEL ,NPT ,LAYER ,

2 KSPT ,KSTEP ,KINC ,NDI ,NSHR ,COORD ,JMAC ,JMATYP ,MATLAYO ,LACCFLA)

INCLUDE ’ABA_PARAM.INC’

CHARACTER *80 CMNAME ,ORNAME

CHARACTER *3 FLGRAY (15)

DIMENSION FIELD(NFIELD),STATEV(NSTATV),DIRECT (3,3),

1 T(3,3),TIME (2)

DIMENSION ARRAY (15), JARRAY (15), JMAC(*), JMATYP (*),COORD (*)

REAL*8 temp_cur ,Thickness ,x_cur ,y_cur ,z_cur ,

1 X1 ,Y1 ,X2 ,Y2 ,layer_no

PARAMETER (ZERO =0.D0,ONE=1.D0,TWO=2.D0,THREE =3.D0,

1 Temp_melt = 1.427D+3)

! Determination/reading of temperature

CALL GETVRM(’TEMP’,ARRAY ,JARRAY ,FLGRAY ,JRCD ,JMAC ,JMATYP ,

1 MATLAYO ,LACCFLA)

temp_cur = ARRAY (1)

! Parameters

Thickness =30.D-6

X1=0.D0

Y1=-0.06D-3

X2=1.D-3

Y2=0.06D-3

x_cur=COORD (1)

y_cur=COORD (2)

z_cur=COORD (3)

steptype=Mod(KSTEP ,2) ! 1:heat 0:cool

layer_no=KSTEP /2+1

! Step 1 initialization

IF (KINC.EQ.ONE .AND. KSTEP.EQ.ONE) THEN

IF (z_cur .LT. ZERO) THEN

IF (x_cur.GT.X1 .AND. x_cur.LT.X2

1 .AND. y_cur.GT.Y1 .AND. y_cur.LT.Y2) THEN

STATEV (1) = TWO ! Substrate Solid

ELSE
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STATEV (1) = ONE ! Surrounding Powder

END IF

ELSE IF (z_cur .LT. Thickness) THEN

STATEV (1) = ONE ! Layer 1 Powder

END IF

! Step ODD initialization

ELSE IF (KINC.EQ.ONE .AND. steptype.EQ.1) THEN

IF (z_cur.GT.Thickness *(layer_no -ONE) .AND.

+ z_cur.LT.Thickness*layer_no) THEN

STATEV (1) = ONE ! Layer 2 Powder

END IF

END IF

IF (temp_cur.GT.Temp_melt .AND. STATEV (1).NE.ZERO) THEN

STATEV (1) = THREE ! Liquid

ELSE IF (STATEV (1) .EQ. THREE) THEN

STATEV (1) = TWO ! Solid

END IF

FIELD (1) = STATEV (1)

RETURN

END
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