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Abstract I

Abstract

Additive manufacturing is a promising production process with many advantages, e.g. be able to
manufacture complex lightweight structures, which was not possible with conventional processes.
In order to reach industrial standards, it is necessary to optimize the process parameters such as
the laser power, scanning speed, powder layer thickness, hatch spacing, preheating temperature,
scanning patterns, etc. This is usually done through an experimental trial and error approach. In
order to save costs and resources, there is plenty of ongoing research on numerical simulations of
the laser powder bed fusion (LPBF) process. The inclusion of all physical phenomena occurring
at the micro-scale would lead to a complex and computational costly model. Therefore, some
modelling assumptions and simplifications are made. This work evaluates the predicted melt
pool shape of a simple thermal finite element model by comparing the simulation results with
experimental data of Hastelloy X single track samples. The model assumptions are questioned
and a sensitivity analysis is performed with respect to the input parameters. This work gives
insight into the parameter interaction and their importance on the predicted result.
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1 Introduction

The laser powder bed fusion process (LPBF) or selective laser melting process (SLM) offers many
advantages such as almost no design limitations. While originally, additive manufacturing methods
were only used for rapid prototyping, the quality of SLM has improved significantly over the past
two decades, making them suitable for the production of high quality products [1]. Today, there
are many applications in marine, biomedical equipment and fuel cell [2]. Nevertheless, there are
still some difficulties to face like porosity defects and residual stresses, which cause distortion and
failure of the final parts [3]. In order to reach industrial standards, it is necessary to optimize the
process parameters such as laser power, scanning speed, powder layer thickness, hatch spacing,
preheating temperature, scanning patterns, etc. As their interplay is not fully understood an
experimental trial and error approach to investigate the optimal parameters is very costly and
time consuming [4]. For that reason numerical simulations of the LPBF process are done to find
optimal process parameters. Unfortunately, the computational effort of these simulations is still
very high and needs further improvement for industrial usage.
This thesis proposes a thermal model which predicts the melt pool dimensions of single track
samples by performing simulations using commercially available finite element software. The
sensitivity of the model with respect to its input parameters is investigated and analysed to
identify general trends between the SLM process parameters and the melt pool size. For the
validation of the model the predicted melt pool dimensions are compared with published single
track experiments done on Hastelloy X at Waterloo University [5].

1.1 Selective Laser Melting Process

Figure 1: Illustration of the selective laser melting process [1]

In the selective laser melting process, contrary to conventional (subtractive) manufacturing pro-
cess, the parts are additively manufactured, which means in a layer-upon-layer manner [1]. A thin
layer of powder, typically 20–50 microns, is spread by a recoater blade over the build platform.
The laser, which is focused and directed to the correct location, scans the build platform, locally
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fusing the powder particles to create a layer of the part. Afterwards, the build platform is lowered
by the depth of the powder layer thickness and a new layer of powder is distributed evenly across
the platform. These steps are repeated until the whole geometry is fabricated. The process takes
place in a non-oxidative environment maintained by nitrogen or argon gas, while the temperature
of the build chamber might be increased using attached heaters. Any excess powder after the
recoating is gathered in a storage container and can be reused [6].

1.2 Influence of Process Parameters

It has been extensively reported for many materials that the melt pool depth increases with
increasing laser power and decreases with increasing scanning speed [7]. Using a higher scan
speed will lead to a higher fabrication rate and the melt pool becomes longer. At a very high scan
speed the time is not sufficient for the heat to diffuse across the whole powder bed, which could
lead to insufficient melting and ablation of the powder [6]. Another disadvantage is that high
scan speeds can lead to discontinuity, meaning a longer melt pool breaks into shorter melt pools
[6, 7]. Furthermore, a high scan speed also requires high laser power to maintain the required
laser energy density for melting [2], which means higher costs [1]. Moreover, high power inputs
are considered only suitable for materials with high thermal conductivities like aluminium and
copper, because spattering will occur if the input heat is not dissipated fast enough [2]. On the
other hand, with a low scan speed the porosity increases as keyhole pores are formed as vapor
bubbles are trapped within the melt pool [8]. Therefore, the scan speed needs to be chosen
carefully, see Figure 2.

Figure 2: Results of Ti-6Al-4V single track experiments at different scan speed and laser powers with
constant (30µm) powder layer thickness; red zone: vaporization induced porosity, blue zone: good melt
pool characteristics, purple zone: unstable melt pools [9]

Form other studies of single tracks experiments it is reported that the most influencing parameter
is the laser power and then, in order of decreasing importance, the powder layer thickness, the
scanning speed, and finally the particle size [10].
Moreover, a smaller layer thickness leads to better accuracy of the manufactured part, and also
better remelting of the previous layer thus providing stronger bond between the layers. On the
other hand, it increases the manufacturing time. When choosing the thickness of a layer, it is
also necessary to consider the particle size and shrinkage during melting [6].
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2 Modelling

Since it is difficult to take all the physical phenomena occurring in the LPBF process into account,
computational models are based on assumptions that may neglect or simplify some physics of
the process. It would be necessary to include fluid dynamics to model convective effects such as
for example the Maragoni convection, which is caused by the surface tension gradient resulting
from thermal gradients in the free melt surface [11]. Unfortunately, this inclusion would result
in high computational effort and more complexity. In this section it is explained which common
assumptions are made to simulate the LPBF process for an acceptable computational effort and
which input parameters of the process are highly disputed. Further, the different heat source
models are discussed.

2.1 Uncertainty in the Laser Absorption Parameter

In the LPBF process some parameters are very difficult to determine as they either depend on
multiple factors or are difficult to measure. The following fish-bone diagram gives an overview of
the factors influencing the thermal aspects of the LPBF process.

Figure 3: Uncertainty sources for thermal analysis of LPBF process according to Moges et al. [12]

When a laser beam hits a substrate only a fraction of the deposited energy is absorbed by the
material and the rest is reflected. The absorptivity is therefore defined as the ratio of optical power
absorbed by the material to the incident power applied [13]. As seen in the fish-bone diagram the
absorptivity or laser absorption efficiency in the SLM process depends on several factors such as
beam intensity, wavelength, polarization, powder material properties like size, shape, distribution,
and porosity, oxidation etc [12, 11]. For materials with a flat surface, the absorptivity can be
extracted from the reflectivity measurements. But for powder, the absorptivity measurement is
difficult as high angle scattering is important [13]. Additionally, thermal radiation from the heated
sample complicates the measurements. It was demonstrated that, due to multiple scattering, the
powder absorptivity is greatly increased in comparison to flat surface absorptivity [4, 13, 14].
There are numerical approaches to predict the absorptivity of powder, for example the proposed
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ray tracing model from Boley et al. [15]. For experimental measurements either an integrating
sphere is added to the reflectivity measurement to collect as much of the reflecting light as
possible and calculate the powder absorptivity [13]. Another option is a calorimetric approach,
where a thin powder layer in a metal disk is exposed to a uniform light source and the absorptivity
is calculated from the temperature increase, measured by thermocouples [13]. In their study [13],
using the calorimetric approach, they found no significant absoptivity change in the temperature
range between 20-500°C, suggesting therefore no strong temperature dependency. Further, they
measured approximate absorptivity values, 70% for Ti-6Al-4V, 65% for stainless steel, and 57%
for aluminium. Similar calorimetric measurements were done by Trapp et al. [14] to investigate
the relationship between the laser power and the absorptivity of a flat 316L stainless steel plate.
They found that after an apparent critical power threshold a sharp increase in absorptivity is
seen from 30% to 70% and a saturation at 78%. Comparing that with the melt pool shape, this
drastic increase coincides with the formation of a keyhole. It was explained that in the keyhole
mode multiple light scattering on the keyhole walls enhances the light absorption. Moreover,
absorptivity measurements on a substrate covered with a 100-µm powder layer had shown a two
times higher absorptivity compared to substrate only. With increasing laser power the absorptivity
showed a similar increase as the absorptivity of the flat plate [14]. As the absorptivity between
powder and bulk material differs a lot, it might be reasonable to assign field variables to the
absorptivity and the heat source model, as the absorptibity is included in the heat source model.
An other option is to consider the absorptivity as a function of the powder layer thickness, where
at decreasing powder thickness the absorptivity slowly approaches the absorptivity value of bulk
material. However, in literature mostly a constant value for the absorptivity is taken and found
to be sufficient [11, 3]. Some papers also suggest a temperature dependent laser absorptivity
[13]. Shahabad et al. [16] consider the absorptivity as being proportional to the laser power and
inversely proportional to the square root of the scan speed ( P√

V
), because at an increasing energy

density, the melt pool depth becomes larger due to higher heat penetration of the powder bed
[16]. These authors refer to the absorbed energy density calculation by [17]. However, this is
relationship is not found elsewhere in the literature. Nevertheless, considering the absorption as
function of laser power and scan speed would be worth to investigate further.

2.2 Modeling the Powder Bed

There are two different approaches to model the powder bed. One of them is the powder-scale
modeling approach, which considers the geometry, size, and distribution of the powder particles,
the other one is the continuum-scale approach, which is based on the assumption of a continuum
powder layer with effective thermo-physical properties [11]. The second approach has been widely
adopted in the literature due to the lower computational effort compared to the powder-scale
modeling, which, however, offers higher accuracy on a micro-scale level.

2.3 Heat Source Modelling

Where material parameters, geometries and other parameters are clearly defined, the modeling
of the heat source provides many options. The heat source models are highly discussed as they
directly influence the geometry of the melt pool, which on the other hand affects the microstruc-
ture and the mechanical performance of the final part. As the laser absorption efficiency is part
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of the heat source model, multiple heat source models have been developed assuming various
absorptivity values. Based on [3], the heat source models can be classified into two groups (see
Figure 4): The geometrically modified group including cylindrical shape (a), semi-spherical shape
(b), semi-ellipsoidal shape (c), conical shape (d), and the absorptivity profile group (e) containing
the radiation transfer method, ray-tracing method, linearly decaying method, and exponentially
decaying method. Nearly all the heat source models assume a two dimensional Gaussian heat
distribution. The difference lies in the distribution of energy along the depth [18]. When the heat
source is moving along the scanning track, the powder ahead of the laser beam is continuously
melted and solidified behind the laser beam. Therefore, the heat flux is a function of space and
time, which is termed as Gaussian moving heat source.

Figure 4: Different existing heat source models [3]

Generally, the distribution of heat flux can be described [18] :

q(r) = qmaxexp(kr2)

Where qmax is the maximum heat flux, k is concentration factor and r the distance between a
point and center of the heat source. The maximum heat flux qmax can be obtained by integrating
the heat flux over the whole area. Thus, the total thermal heat equals to the effective laser power
Q [18], In the qmax the absorptivity of the powder material, the laser power and the maximum
radius of laser spot is included. Goldak et al. [19] introduced the 3D double-ellipsoidal moving
heat source, see Figure 4(c), as a first approach for the 3D heat source, and developed a FE
model to investigate the thermal history in a welding application [11]. This heat source consists
of two elliptic regions, one in the front of the arc centre, where x > 0, and the other one behind
the arc centre, x < 0. The heat source can be written as;

qf,r(x, y, z) = ff,r6
√

3Q

af,rbcπ
3
2
exp{−3(x−vxt)2

a2
f,r

− 3(y)2

b2 − 3z2

c2 }

Bruna-Rosso et al. firstly implemented this semi-ellipsoid heat source model in the LPBF sim-
ulation and the model showed good agreement with the experimental results [3]. However, the
difficulty of all the 3D heat source models is that they require a reasonable estimation of the
penetration depth, which is in turn influenced by various factors such as material type, powder
size, and geometry [11].
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3 Methods

In this chapter it is explained how the model in Abaqus was set up, which parameter values were
chosen and which assumption were made. Furthermore, the procedure of the sensitivity analysis
is described and it is explained how the data is post processed and evaluated.

3.1 Experimental Data

To validate the simulation results, the experimental data of Hastelloy X samples were used, which
has been collected by the university of Waterloo [5, 16]. The design of experiments for single line
tracks consisted of different laser powers (from 150 W to 300 W) and scanning speeds (from
600 mm/s to 2000 mm/s). The laser power and velocity were selected based on different LED
(Laser energy density). Six single laser scans (two per layer thickness) were applied on top of
the 3D printed substrates (using default settings) to form single tracks of 25 mm length. The
cross-section of the samples were polished and etched to measure the melt pool dimensions under
the microscope.

Figure 5: Micrograph of the melt pool at constant power and increasing scan speed [5]

They concluded that an increase in scanning speed has less influence on the melt pool size
compared to a proportional increase in laser power. Moreover, they observed that the melt pool
width is wider than the laser beam spot size (80 µm) due to the heat diffusion from molten metal
to solid material [5]. Further, they reported almost no difference in melt pool depth between
samples having a different powder layer thicknesses.

3.2 Modeling Assumptions

This thesis proceeds a FEM-based only thermal modelling approach, as the focus is on the melt
pool dimensions which mainly depend on the temperature field. For simplicity, the fluid dynamics
of the melt pool and all associated effects are ignored. As usual for simple SLM simulations, a
continuum powder bed is assumed and the influence of the powder particle distribution neglected.
As a heat source model, see Section 2.3, the Goldak model was chosen mainly because of its
simple implementation. A mixture between the semi-spherical and semi-ellipsoidal where chosen
by assuming that the heat source is rotationally symmetric in z-direction. Therefore, the Goldak
parameter ar, af and b are set equal. With this assumptions the number of free parameter was
reduced from four to two. The parameter b is approximately the radius of the laser beam size.
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3.3 Model Setup in Abaqus

For the simulations the commercial finite element Software Abaqus was used. Its advantage is
that with the Additive Manufacturing Plug-in a moving heat source and especially the Goldak
heat source model can be implemented easily. To keep the computation time as low as possible,
the mesh was only refined where it was necessary namely in the range of the expected melt pool,
and the laser is just moving up to the middle and not travelling the whole length of 1.4 mm.
This builds on the assumption of having reached the steady state after a fixed time of 5·10−4 s
and the melt pool dimensions would not change anymore just changing position. From previous
master thesis at Empa [20], a mesh optimization was done and the result was adopted here.
But still the calculation time on the ETH Euler cluster with 12 cpus was around 3h. In Figure
6, it can be seen that a field variable was implemented to assign different material properties
depending on the material state: 1 is for solid, 0 for powder. For numerical reasons it was linearly
interpolated in-between.

Figure 6: Abaqus model with assigned field variables

3.4 Process Parameters of SLM

The scan speed, laser power, laser spot size and powder layer thickness were chosen according
to the experimental data from [5]. The temperature-dependent material properties of Hastelloy
X for thermal conductivity, density, heat capacity and latent heat were taken from literature
[16, 21]. The latent heat of fusion is the enthalpy needed to change the substrate from solid
to liquid at constant pressure, meaning the energy required to break the bonds between the
molecules [22]. In contrast to pure materials where the phase change takes place isothermal at a
fixed melting temperature, the phase change of alloys typically happens gradually, meaning the
latent heat is absorbed or released within a temperature interval between solidus temperature and
liquidus temperature. To include the latent heat effects in LPBF models, there are two widely used
schemes: the apparent heat capacity approach and the more involved heat integration method
[23]. In this model the apparent capacity method is used. Therefore the heat capacity is modified
in the melting range of Hastelloy X 1260°C-1355°C with the latent heat of 276 kJ/kg [24].



8 3.5 Procedure of the Sensitivity Analysis

Figure 7: Material properties of powder and solid Hastelloy X [16]

To assign good values to the unknown heat source parameters and the uncertain laser absorption
coefficient, a sensitivity analysis was performed in a first step, see Section 3.5. For the absorption
coefficient of Hastelloy X a starting value of 60% was chosen, which is in the same range as the
ones of other metal powders, see section 2.1.

3.5 Procedure of the Sensitivity Analysis

As the influence of the parameters and their interplay is not fully understood, this is investigated
in the sensitivity analysis. The purpose of the sensitivity analysis is to point out the dominant
parameters of the model, to then be able to investigate the influence of the laser power and
scan speed to the melt pool dimensions. Therefore, the laser power, scan speed and powder
layer thickness were fixed for this analysis. The laser power was set to 200W, the speed to 1000
mm/s and the layer thickness to 40µm, because this parameter set lies in the middle of the all
parameter settings described in the data from Waterloo University [5]. Some further simulations
were done at a second calibration point at 300W, 2000 mm/s and 60µm powder layer. In the
sensitivity analysis only one of the investigated parameter was changed at the same time, while
the others were set to the initial value. Therefore, the change in melt pool dimensions can be
directly assigned to the change in the respective parameter. In Table 1 a list with the parameters
is shown, which has been chosen according to their uncertainty and interest, which are mainly
the heat source related ones and some powder related material properties that are difficult to
measure.

Table 1: List of investigated parameters with assigned values
Parameter initial value changes
laser power absorption efficiency 65% 35, 50, 80, 95%
heat source parameter b 50 µm 35, 40, 60, 70 µm
heat source parameter c 100 µm 50, 75, 125, 150 µm
base-plate temperature 25°C 50, 100, 200°C
powder layer thickness 40 µm 20, 60 µm
heat capacity of material powder 0.124 W/(m*K) at 25°C ±25%

0.169 W/(m*K) at 1260°C
heat capacity of liquid material 544 W/(m*K) at 1660°C ±25%
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As seen in Table 1 for the heat source parameters, more combinations were tested, as there
was less knowledge present. As only one parameter is change at the same time the proposed
changes lead to a total of 20 simulation runs for this sensitivity analysis, which means about
60 computation hours. Due to the large interest in the absorption, the sensitivity of a broad
spectrum was analysed, starting from absorption values similar to bulk material (35%) to values
(80%) which can be only justified in the keyhole formation zone (but as seen in the Figure 5 this
is not the case) and up to quite unrealistic ones (95%) as a boundary.

3.6 Calculation of the Melt Pool

The output of the thermal simulation is the temperature at every node at each time step. To
distinguish between melted and solid area a threshold value was set to the melting temperature
of Hastelloy X T=1260°C. To have a continuous surface boundary between the melted and solid
area, the data was linearly interpolated between the nodes of the mesh. The melt pool dimensions
maximum depth, maximum width and maximum length can now be extracted from the melted
area.

(a) Front view (b) Side view

Figure 8: Melt pool dimensions of a sample with a powder layer of 40 µm

To compare the simulation results with the experimental data it is important to be consistent in
the melt pool definition. In Figure 5 of the experimental data it is seen that the melt depth was
calculated as how much of the substrate was melted by the laser. The melted powder material,
which is mainly forming the bead, was not included in the measurements. Therefore, in the post
processing of the simulations, the melt pool was calculated starting below the powder layer as
shown in Figure 8.

Figure 9: Schematic representation of the melt pool shape [5]

It is important to highlight that the simulated melt pool shape differs from the real one. Comparing
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Figure 8(a) to Figure 9, the edge between powder, solid and melted material is sharp in the
simulation while in reality it is smoother. A reason for these differences between the simulation
and reality is that in the thermal simulation all dynamic effects were neglected and therefore
also the fluid and material flow. In reality, the fluid flow would transfers more heat to this edge,
meaning that the predicted width might be slightly smaller.
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4 Results

In the following chapter the results of more than 30 evaluated simulations are presented, starting
with the result and conclusion of the sensitivity analysis. Afterwards, the relationship between the
laser scan speed and the melt pool dimensions is reported and thirdly, the influence of change in
powder layer thickness on the predicted melt pool is analysed.

4.1 Sensitivity Analysis of the Model

The sensitivity analysis is an important part in understanding the heat source model and tuning
the parameters for the comparison with the experimental data. In this section, the influence of
each investigated parameter is shown and in a second step, they are compared to each other.
All figures show the results using the calibration point (P=200W, v=1000 mm/s, t=40µm). The
results from the second calibration point (P=300 W, v=2000 mm/s, t=60µm) is qualitatively
mentioned in the text and the dashed lines in the figures represent the experimental values with
this process parameters.

4.1.1 Heat Source Related Parameters

As mentioned, the Goldak heat source with the symmetrical assumption has been implemented
in the simulation, see Sections 2.3 and 3.2. With increasing Goldak parameter c, the melt pool
becomes deeper, thinner and shorter while the maximum temperature decreases. As expected,
the melt pool depth is more affected (in percent) by this change than the melt pool width (in
percent). As shown in the figure, the Goldak parameter c has to be increased tremendously to
predict the experimental results accurately, as the resulting depth is nearly half of the heat source
model depth. At the same time, the melt pool width decreases, therefore, the optimal value for
c with respect to the width and depth lies around 130 µm.
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Figure 10: Influence of the heat source parameter c

In Figure 10 it is shown that a higher Goldak parameter b leads to a shallower and shorter
melt pool while the maximum temperature decreases. Interestingly, the melt pool width is barely
affected by a change of the heat source width b, but the melt pool depth decreases slowly. The
change in melt pool depth can be explained with the constant laser power in the system, because
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with a decreasing Goldak parameter b, the same amount of energy is assigned to a smaller area
resulting in a deeper melt pool. However, the constant melt pool width can not be explained and,
compared with Figure 10, the Goldak depth parameter c has a higher impact on the melt pool
width than the Goldak width parameter b.
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Figure 11: Influence of the heat source parameter b

As a remark, a simulation on welding, which used the Goldak double ellipsoid heat source model,
also reported a decrease of the melt pool depth and the peak temperature with increasing pa-
rameter b [25]. But their set up differs and the dimensions are one order of magnitude higher.
Both heat source parameters showed the same behaviour of the maximum temperature, whereas
the smallest values of the parameter c reaches the highest temperature. This temperature be-
haviour can be again related to the constant energy source, as the volume (width and depth) of
the modeled heat becomes larger, the energy is distributed over a bigger volume and therefore the
maximum temperature decreases. The sensitivity analysis at the second calibration point showed
the same result; with an increase in c the depth increases and the width only decreases slightly
and with an increase in b the depth decreases and the width is nearly unaffected.

4.1.2 Laser Absorption Efficiency

As mentioned above, the laser absorption efficiency value is highly disputed. Therefore, the
sensitivity of this model to the absorption efficiency was investigated and the results are presented
in Figure 12. With an increasing absorption efficiency, the melt pool becomes deeper, thicker and
much longer, as there is more energy taken up from the laser. From the results a linear relationship
between the absorption efficiency and the melt pool width and depth could be assumed, where
the melt pool width is more sensitive to the change and therefore shows a larger slope. However,
the curve of the melt pool length vs absorption efficiency increases steeply from 185 µm at 35%
to 420 µm at 65% and flattens between 80% and 95%. The maximum temperature increases with
a higher absorption value, which was expected as more energy were taken up. The experimental
width could be predicted with a absorption value of 70% but to reach the experimental depth a
highly unrealistic value would be needed.
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Figure 12: Influence of the laser absorption efficiency

The sensitivity analysis at the second calibration point showed that a change in the absorption
value effects the melt pool length the most, then the depth and the width. This slightly different
order could be explained by the higher powder layer thickness and the resulting melt pool shape
at deeper level at the second calibration point, see Figure 18.

4.1.3 Base Plate Temperature

The base plate temperature of the experiments is not clearly mentioned but assumed to be at
room temperature. Therefore, some investigation was done regarding this parameter. With an
increasing base plate temperature, the melt pool becomes deeper, thicker and longer. Although,
the base plat temperature has been increased to 200°C the max Temperature only increases by
20°C.
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Figure 13: Influence of the base plate temperature
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4.1.4 Heat Capacity of the Material

The heat capacity of the material powder shows a certain error compared to the solid material.
Therefore, it was investigated how an uncertainty of ±25% influences the result. The initial values
of the powder heat capacity were 124 at 25°C and 169 at 1260°C. Surprisingly, all simulation
provided exactly the same result. Also at second calibration point the change in the heat capacity
of the powder is not seen in the melt pool dimensions either. In a next step the heat capacity of
the liquid material was changed as seen in Figure 14.
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Figure 14: Influence of the heat capacity in the liquid state

With an increasing heat capacity, the melt pool becomes a little deeper and shorter, while the
maximum temperature decreases sharply. The heat capacity is defined as the amount of heat
supplied to a given mass of a material to produce a unit change in its temperature. Because the
amount of heat from the laser stays constant and the heat capacity is increased, the change in
temperature has to be smaller.

4.1.5 Conclusion of the Sensitivity Analysis

To draw a conclusion, the different parameters have been compared to each other. For that
purpose each parameter was first increased by 25% and then by 50% of the initial value. The
resulting melt pool dimensions and maximum temperature were normalised with respect to their
initial result to have the change in percentage. In the following spider diagram it is shown that the
the model is not sensitive to a small variation in the thermal conductivity of the powder or liquid
material. Concluding the model is robust to possible errors in those quantities. The melt pool
width is mostly influenced by the laser absorption efficiency, by a 25% increase of the absorption
value, the melt pool width enlarges to 125%. The melt pool depth is mostly influenced by the
Goldak parameter c, by a 25% increased c value, the melt pool width enlarges to 117%.
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Figure 15: What happens to the calculated melt pool size when the respective parameter is
increased by 25% ?

Figure 16: What happens to the calculated melt pool size when the respective parameter is
increased by 50%?

In Figure 16, it is shown that the base plate temperature has a very low impact on the result
compared to the other parameters. On the contrary, the powder layer thickness has a huge influ-
ence on all dimensions and reduces the melt pool depth by a significant amount. It is important
to know the laser absorption efficiency influences all quantities, while the Goldak depth could be
used to tune mostly the melt pool depth of the model.
Another finding of this investigation is that in general no correlation was found between the
maximum temperature and one of the melt pool dimensions. The assumption of steady state
after 5·10−4 s is valid, as the maximum occurring temperature is already settled after a time of
3·10−4 s and from then no difference in the simulation result was seen.
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4.2 Comparison Simulation Result vs. Experimental Data

After the sensitivity analysis, the melt pool dimensions were predicted according to the experi-
mental input parameters. The simulation were performed for three different scan speeds and for
three different powder layer thicknesses at constant laser power (200 W). For the comparison,
the absorption efficiency was kept at 65%, which is already at the upper limit, as it is not in the
keyhole mode.
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Figure 17: Experimental data vs. predicted melt pool dimensions for different scan speeds

The figures show that only the predicted melt pool depth at a powder layer thickness of 20 µm is
close to the experimental data and the prediction of 40 µm is the closest for the melt pool width.
In contrast to the experiments, where barely no difference with increasing powder thickness can
be seen, the model is very sensitive to the powder layer thickness. At this point, it is important
to mention that in the experiments the surface of the printed substrate was not polished or
measured. Therefore, the effective layer thickness from former layers might be dominant in terms
of controlling the melt pool geometry and the variation of nominal layer thickness (from 20
to 60 m) for the last layer deposition would be insignificant [16]. Thus, for further research it
would be important to ensure a flat surface to validate the sensitivity of the powder thickness
on this simulation. Another weakness of the experimental data plotted in the figure is that the
two measurements of the same single track differ on average about 9.3 µm which leads to a high
standard deviation of 13.8 m. For the comparison of simulation result with the experimental data
the average was taken. The high standard deviation can be explained with the uncertainty in the
powder layer along the build direction. Therefore, the experimental data could not be used to
validate the model and no conclusion of the model accuracy can be done.

However, the max temperature does not differ between the different powder thicknesses and is
at every scan speed within 7 degrees. The temperature decreases from 2019°C at 800 mm/s to
1868°C at 1300 mm/s. Additionally, the change of the melt pool shape was analysed, see Figure
18.
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Figure 18: Shape of the melt pool with increasing scan speed (powder layer t =20 µm)

With increasing scan speed the the melt pool shape is elongated and the melt pool depth de-
creases. At a higher speed the melt pool length decreases fast along the depth whereas for a
slower scan speed the melt pool length decreases more slowly along the depth, showing a more
parabolic melt pool shape. Hence, it is important at which z-plane the melt pool length is mea-
sured. In Figure 18 the powder layer is between z=0.02 mm and z=0. The melt pool length at
the z=0 plane clearly increases with an increasing scan speed. But the melt pool prediction with
a 60µm powder layer would be similar to the melt pool at z=-0.04 mm in this figure. Therefore,
it can be concluded that the melt pool length decreases with increasing speed, which is due to
the change in the melt pool shape.

4.3 Uniformed Heat Source Model

As the Abaqus AM plug-in offers also a simple implementation for the uniformed heat source
model, one simulation was performed to get an impression of the predicted melt pool dimensions
resulting from another heat source model. Instead of having the Goldak parameters, three box
lengths, one in each direction, can be chosen. All other parameters are the same as those from
the initial settings of the sensitivity analysis.

Table 2: Comparison between the Goldak heat source model and the uniform heat source model
[µm] [µm] [µm] depth [µm] width [µm] length [µm] max. T [°C]

Goldak ar, af=50 b=ar=50 c=100 46 106 421 1955
Uniform lx=50 ly=50 lz=100 21 67 191 1693

Surprisingly, the predicted melt pool using the uniformed heat source model differs a lot from the
predicted melt pool using the Goldak heat source model. Especially, the melt pool length is not
even half of the melt pool predicted with the Goldak model. The uniformed heat source model has
a different heat decaying coefficient which might explain those results. Further the volume of the
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box is larger than the volume of the semi-ellipse with the same characteristic values. Therefore,
the heat is assigned to a larger area. For deeper understanding, further simulations should be
performed with the uniformed heat source model.
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5 Conclusion

In this work the importance of the heat source parameters, the powder layer thickness and the
layer absorption efficiency has been shown, resulting from the performed sensitivity analysis. The
base plate temperature and the heat capacity of powder and liquid material barely showed any
influence on the melt pool dimensions. Therefore, the efforts to determine those values exactly
can be reduced. The sensitivity analysis at both calibration points qualitatively showed the same
result. In general, there was no correlation seen between the maximum temperature and the melt
pool dimensions. However, it might be of interest to further investigate this in an experimental
setup.
Although the model parameters were investigated and tuned, it was not possible to predict the
experimental values. The model could not be validated with the given experimental data set. Still,
the results predicted with the smallest powder layer thickness were close to the experimental data.
However, to validate the model, it would be necessary to perform the experiments in our own
lab to have full control of all parameters and have as little uncertainty as possible. To investigate
the impact of the powder layer thickness, the surface roughness of the substrate should be
measured before printing the single track to avoid a high variation of the powder thickness
itself. Moreover, multiple measurements of the same single track should be done to have a lower
standard deviation of the melt pool dimensions as in the discussed experimental data set. For the
model validation additional experiments and simulations using a different material than Hastelloy
X are recommended.
For future work, it would be necessary to clarify the highly disputed energy absorption value
and maybe consider the energy absorption efficiency as a function of scan speed, laser power
and powder layer thickness, whereas in this work the absorption efficiency was kept constant.
Moreover, it would be interesting to compare the predicted melt pool dimensions resulting from
different heat source models. For example, investigate the difference between the Goldak heat
source model with our proposed symmetrical assumption with the conical heat source shape,
which was used in [16].
As a conclusion, the thermal finite element model predicted reasonable results and is convenient
to extract the melt pool shape. It was noticed that the computational effort can even be reduced
without losing accuracy by decreasing the time, which the laser travels in the simulation, by 40%.
If this thermal model could be validated with accurate experimental data, the parameter settings
could be transferred to a thermo-mechanical model for the prediction of residual stresses.
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